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Introduction

Amor ch’al cor gentil ratto s’apprende,
prese costui de la bella persona

che mi fu tolta; e ’l modo ancor m’offende

Amor ch’a nullo amato amar perdona,
mi prese del costui piacer sì forte,

che come vedi ancor non m’abbandona.

Dante Alighieri, Inferno, Canto V, vv. 100-105
Since its definition by Grothendieck and Deligne, étale cohomology has been seen as a"bridge" between arithmetics and geometry, i.e. something that generalizes purely geomet-ric aspects, as sheaf cohomology, and purely arithmetic ones, as Galois cohomology.One of the most important tools in order to calculate these invariants are duality theorems:roughly speaking, if Λ is a ring, for a cohomology theory H• with values in Λ-mod and acorresponding compact supported cohomology theory H•

c , a duality is a collection of perfectpairings
Hr ×Hn−r

c Ï Hn
cwhere Hn

c is canonically isomorphic to a "nice" Λ-mod A. The first example of dualitytheorem one meets throughout the study of algebraic topology is probably Poincaré dualityfor De Rham cohomology (see [AT11]):
Theorem. If X is an oriented differential manifold of dimension n, then the wedge prod-
uct induces a perfect pairing of R-vector spaces

Hr(X, dR) Hn−r
c (X, dR) Hn

c (X, dR) ∼= R (η, ψ) ∫
X η ∧ ψ×

On the other hand, in Galois cohomology one has the whole machinery of Tate dualitiesfor finite, local and global fields: these are very important tools and I will recall them inthe first chapter, mostly following [Mil06].
The aim of this mémoire is to generalize these theorems in the context of étale coho-mology: the second chapter is dedicated to the proof of the Proper Base Change theorem,which I will prove following [Del], and from that proof I will obtain a nice definition of acohomology with compact support. Then I will deduce Poincaré duality on smooth curves
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ii
over algebraically closed fields, as it is done in [Del] and [Fu11].This will follow from an appropriate definition of the cup product pairing coming from themachinery of derived categories.This approach leads almost immediately to a generalization of Poincaré duality on smoothcurves over a finite field k, as it is done in [Mil16].This is the link to arithmetics: in fact this theorem generalizes in some way to Artin-Verdierduality for global fields.The aim of the second part is then to prove Artin-Verdier duality for global fields as it isdone in [Mil06], although here, in the case of a number field with at least one real em-bedding, we need to refine the definition of cohomology with compact support in ordet toinclude the real primes too. This can be done in different ways, and I will briefly explain theapproach given by [Mil16]. In the appendix, I will recall some results that are needed. I willrecall results on the cohomology of the Idèle group, mostly following [CF67] and [Neu13],then results on the cohomology of topoi and the definition of étale cohomology with someimportant theorems involved. Most of the theorems are proved in [Tam12] or [Sta]. ThenI will recall the definition of derived categories and some results needed in the mémoire,following [Har].Finally, I will give one powerful application of Poincaré duality for algebraically closedfields: Grothendieck-Verdier-Lefschetz Trace formula and the consequent rationality of L-functions on curves over finite fields. I will give an idea of what it is done in [Del].
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Chapter 1

Preliminaries: Tate duality

1.1 Local Tate duality

1.1.1 Tate cohomology groups

Definition 1.1.1. Let G be a finite group, C a G-module. We can define Tate cohomologygroups as
Ĥr(G,M) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Hr(G,M) if r > 0
MG/NGM where NG = ∑

σ∈G σ if r = 0
Ker(NG)/IG where IG = {

∑
σ∈G aσσ with {

∑
σ∈G aσ = 0} if r = −1

H−r−1(G,M) if r < −1
They can be computed using a complete resolution, i.e. an exact complex of finitely gen-erated Z[G]-modules

L• := · · ·L1 Ï L0 d0−Ï L−1 · · ·together with an element e ∈ LG−1 that generates the image of d0, i.e. d0 factors as
L0 L−1

eZ

d0
ε

such that ε(x)e = d0(x). In particular, if we take a standard resolution P•
a−Ï Z by free

G-modules, we can consider 0 Ï Z α∗−Ï P∗
• where

P∗
r = HomZ(Pr,Z)

So we have a complete resolution
P−1 P0 P0

∗ P1
∗

Z

α α∗

1



2 CHAPTER 1. PRELIMINARIES: TATE DUALITY
And we can consider the cohomology:

Ĥr(G,M) = Hr(HomG(L•,M))
Proposition 1.1.2. For any G-equivariant pairing

α : M ⊕N Ï Q

We have a unique cup product

(x, y) ↦Ï x ∪ y : Ĥr(G,M) × Ĥs(G,N) Ï Ĥr+s(G,Q)
such that

1. dx ∪ y = d(x ∪ y)
2. x ∪ dy = (−1)deg(x)d(x ∪ y)
3. x ∪ y = (−1)deg(x)deg(y)(y ∪ x)
4. Res(x ∪ y) = Res(x) ∪ Res(y)
5. Inf (x ∪ y) = Inf (x) ∪ Inf (y)

Proof. The idea is to generalize the construction for group cohomology, i.e. to construct amap Φij : Pi+j Ï Pi ⊗Z Pjwhich composed with the map
Hom(Pi,M) ⊗Z Hom(Pj , N) Ï Hom(Pi ⊗Z Pj ,M ⊗Z N)

φ ⊗ ψ ↦Ï (a ⊗ b ↦Ï φ(a) ⊗ ψ(b))gives a linear map Hom(Pi,M) ⊗Z Hom(Pj , N) Ï Hom(Pi+j , Q)such that
d(f ∪ g) = df ∪ g + (−1)deg(f )f ∪ dgso the cup product extends uniquely on the cohomology classes. Hence the point is to showthat such Φij exists, that the induced cup-product respects the properties 1. − 5. and thatsuch Φ is unique [CE16, Chap. XII, 4-5]

Theorem 1.1.3 (Tate-Nakayama). Let G be a finite group and C be a G-module, u ∈
H2(G,C) such that:

(a) H1(H,C) = 0
(b) H2(H,C) has order equal to that of H and is generated by Res(u).
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Then, for any G-module M such that TorZ1 (M,C) = 0, the induced cup-product

Ĥr(G,M) × Ĥs(G,N) Ï Ĥr+s(G,P)
defines an isomorphism

x ↦Ï x ∪ u : Ĥr(G,M) Ï Ĥr+2(G,M ⊗C)
for all integers r.

Proof. [Ser62, IX]
1.1.2 Duality relative to class formationLet G be a profinite group, C a G-module. A collection of isomorphisms{invU : H2(U,C) ∼−Ï Q/Z

}
U≤G openis said to be a class formation if

(a) H1(U,C) = 0 for all U
(b) For all pairs of subgroups V ≤ U ≤ G with [U : V ] = n the following diagram commutes:

H2(U,C) H2(V,C)
Q/Z Q/Z

invU invV
n

Remark 1.1.4. If V is normal in U , then the two conditions imply that we have an isomor-phism of exact sequences
0 H2(U/V,CV ) H2(U,C) H2(V,C) 0
0 1

nZ/Z Q/Z Q/Z 0invU invV
n

The first exact sequence coming from Hochschield-Serre: we have from the seven termsexact sequence
H1(V,C)U Ï H2(U/V,CV ) Ï Ker(H2(U,C) Ï H2(V,C)) Ï H1(U/V,H1(V,C))

and by hypothesis (a) we have
H1(V,C)U = 0 H1(U/V,H1(V,C)) = H1(U/V, 0) = 0

so we have an isomorphism H2(U/V,CV ) ∼= Ker(H2(U,C) Ï H2(V,C)). We call uU/V theelement in H2(U/V,CV ) corresponding to 1
n .
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Lemma 1.1.5. Let M be a G-module such that TorZ1 (M,C) = 0. Then the map

a ↦Ï a ∪ uG/U : Ĥr(G/U,M) Ï Ĥr+2(G/U,M ⊗Z CU )
is an isomorphism for all open normal subgroups U of G and integers r.

Proof. Apply Tate-Nakayama to G/U , CU and uG/U

Theorem 1.1.6. Let (G,C) a class formation, then there is a canonical map (the reci-procity map)
recG : CG Ï Gab

whose image in Gab is dense and whose kernel is⋂
U
NG/UCU

Proof. Since Ĥ−2(G/U,Z) = H1(G/U,Z) = (G/U)ab and Ĥ0(G/U,CU ) = CG/NG/UCU , lemma 1.1.5gives an isomorphism (G/U)ab ∼−Ï CG/NG/UCU

So taking the projective limit on the inverses of this maps we get a mono with dense image1
CG/

⋂
U
NG/UCU Ï Gab

Hence recG is the corresponding map on CG .
From now on, let G be a profinite group whose order is divisible by all the integers2,(G,C) a class formation, M a finitely generatedG-module and αr(G,M) : ExtrG(M,C) Ï H2−r(G,M)∗the maps induced by the pairings

ExtrG(M,C) ×H2−r(G,M) Ï H2(G,C) ∼= Q/Z

In the particular case M = Z:
a HomG(Z, C) = CG and HomG(H2(G,Z),Q/Z) = HomG(HomG(G,Q/Z),Q/Z) = (Gab)∗∗ =
Gab for Pontrjagin duality, hence the map α0(G,Z) : CG Ï Gab is recG (cfr [Ser62, XI, 3,Proposition 2])

b α1(G,Z) = 0 since H1(G,Z) = 0
c Hom(ZG ,Q/Z) = Q/Z and α2(G,Z) : H2(G,M) Ï Q/Z is invG

1In fact, if CG/
⋂
U NG/UCU is compact Hausdorff then it is also epi, see for example [RZ00, 1.1.6 and 1.1.7]2i.e. for all n there is an open subgroup U such that [G : U] = n. This of course makes every open subgroupdivisible by all the integers
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In the particular case M = Z/mZ, using the exact sequence

0 Ï Z m−Ï Z Ï Z/mZ Ï 0
we have the long exact sequences

0 HomG(Z/mZ, C) CG CG

Ext1G(Z/mZ, C) H1(G,C) = 0 H1(G,C) = 0
Ext2G(Z/mZ, C) H2(G,C) H2(G,C)

m

0 Z Z Z/mZ

H1(G,Z) = 0 H1(G,Z) = 0 H1(G,Z/mZ)
H2(G,Z) = HomG(G,Q/Z) H2(G,Z) = HomG(G,Q/Z) H2(G,Z/mZ)

m

m

So by dualizing the second one we get
0 Ï H0(G,Z/mZ)∗ Ï Q/Z

1
m−Ï Q/Z Ï 0

H2(G,Z/mZ)∗ Ï Gab m−Ï Gab Ï H1(G,Z/mZ)∗ Ï 0
a’ HomG(Z/mZ, C) = m(CG) and H2(G,Z/mZ)∗ ↠ m(Gab), so the following diagram com-mutes

m(CG) H2(G,Z/mZ)×
m(Gab)

α0(G,Z/mZ)
m(recG )

and if H3(G,Z) = 0 (e.g., if cd(G) ≤ 2), then the vertical map is an isomorphism, hencein this case α0(G,Z/mZ) = m(recG)
b’ Ext1G(Z/mZ, C) = (CG)m and H1(G,Z/mZ)∗ = (Gab)(m), so α1(G,Z/mZ) = (recG)m
c’ Ext2G(Z/mZ, C) = mH2(G,C) and Z/mZ∗ = 1

mZ/Z, so α2(G,Z/mZ) = m(invG)
Lemma 1.1.7. 1. For r ≥ 4, ExtrG(M,C) = 0

2. For r ≥ 3 and M torsion free, ExtrG(M,C) = 0
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Proof. Recall that every finitely generated G-module can be solved as

0 Ï M1 Ï M2 Ï M Ï 0
with M1 and M2 finitely generated torsion free. Hence it’s enough to prove to prove 2.Let N = HomZ(M,Z) = Hom(M,Z), then N ⊗Z C = HomZ(M,C) as G-modules, then wehave the spectral sequence

Hp(G,ExtqZ(M,C)) Ñ Extp+q
G (M,C)

And since M is torsion free of finite type, let U be an open such that MU = M , so MU is a
G/U-module torsion free of finite type, hence a torsion free of finite type Z-module since
G/U is finite, so it’s a free Z-module. So ExtqZ(M,C) = ExtqZ(MU , C) = 0 for all q > 0, so thespectral sequence degenerates in degree 2 and we get

ExtpG(M,C) = Hp(G,N ⊗Z C) = lim
ÊÏ

U⊴G:NU=NH
p(G/U,N ⊗Z CU )

So for Tate-Nakayama, a ↦Ï a ∪ uG/H gives for r ≥ 3 the isomorphisms
Hr−2(G/U,N) ∼−Ï Hr(G/U,N ⊗Z CU )

Moreover, if V ≤ U , we have by definition of u that Inf (uG/U ) = [U : V ]uG/V and by definitionof cup product we have Inf (a ∪ b) = Inf (a) ∪ Inf (b), so we have a commutative diagram
Hr−2(G/U,N) Hr(G/U,N ⊗Z CU )
Hr−2(G/V,N) Hr(G/V,N ⊗Z CV )[U :V ]Inf Inf

But since Hr−2(G/U,N) is torsion and the order of U is divisible by all the integers, we havethat if r − 2 ≥ 1 lim
ÊÏ

U⊴G:NU=NH
r−2(G/U,N) = 0

Theorem 1.1.8. (a) The map αr(G,M) is bijective for all r ≥ 2, and α1(G,M) is bijective
for all torsion-free M . In particular ExtrG(M,C) = 0 for r ≥ 3.

(b) The map α1(G,M) is bijective for all M if α1(U,Z/mZ) is bijective for all open sub-
groups U of G and all m:

(c) The map α0(G,M) is surjective (respectively bijective) for all finite M if in addition
α0(U,Z/mZ) is surjective (respectively bijective) for all U and all m

Proof. For lemma 1.1.7, the theorem is true for r ≥ 4- Suppose now that G acts trivially on
M , so M = ZI

⨁
⊕iZ/miZ, hence

ExtrG(M,C) = (⊕IExtrG(Z, C)) ⨁(⊕iExtrG(Z/miZ, C))
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and

Hr(G,M) = (⊕IHr(G,Z)) ⨁(⊕iHr(G,Z/miZ)
Hence the theorem is true for r ≤ 2 and M with trivial action. Moreover, Ext3G(Z, C) = 0for lemma 1.1.7 since Z is torsion-free, so we have an exact sequence

Ext2G(Z, C) m−Ï Ext2G(Z, C) Ï Ext3G(Z/mZ, C) Ï 0
But since Ext2(Z, C) = H2(G,C) ∼= Q/Z is divisible, Ext3(Z/mZ, C) = 0. So the theorem istrue if the action on M is trivial.Consider now a general M . Consider U a normal open subgroup of G such that MU = M(it exists since M is finitely generated), and take M∗ = HomZ(Z[G/U],M) = Z[G/U] ⊗Z M .Then the spectral sequence

ExtpG/U (Z[G/U],ExtqU (M,C)) Ñ Extp+q
G (M∗, C)

degenerates in degree 2 so ExtrU (M,C) = HomZ[G/U](Z[G/U],ExtrU (M,C)) = ExtrG(M∗, C).On the other hand
ExtpG/U (Z[G/U], Hq(U,M)) Ñ Extp+q

G (Z[G/U],M)
degenerates in degree 2 so Hr(U,M) = HomZ[G/U](Z[G/U], Hr(U,M)) = ExtrG(Z[G/U],M)and for lemma C.8.4

HomG(Z[G/U],M) = HomG(Z,HomZ(Z[G/U],M))
Since Z[G/U] is projective and finitely generated as Z-module, HomZ(Z[G/U], _) = HomZ(Z[G/U], _)is exact and sends injectives to HomG(Z, _)-acyclics, hence

Hr(U,M) = ExtrG(Z,M∗) = Hr(G,M∗)
So we have the exact sequence

0 Ï M Ï M∗ Ï M1 Ï 0
which induces a commutative diagram

ExtrG(M1, C) ExtrU (M,C) ExtrG(M,C) Extr+1
G (M1, C)

H2−r(G,M1)× H2−r(U,M)∗ H2−r(G,M)∗ H1−r(G,M1)×
αr (G,M1) αr (U,M) αr (G,M) αr+1(G,M1)

Since α3(U,M), α4(G,M1) and α4(U,M) are isomorphisms, by five lemma α3(G,M) is sur-jective, and since it holds for all M , also α3(G,M1) is surjecitve, hence five lemma shows that
α3(G,M) is an isomorphism. The same argument shows that α2(G,M) is an isomorphism.If M is torsion free, then M∗ and M1 are also torsion free and α1(U,M) is an isomorphism,hence by the same argument α1(G,M) is an isomorphism, so (a) is proved, and by the sameidea we get in general (b) and (c)
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1.1.3 Dualities in Galois cohomology

G = ẐLet G be isomorphic to Ẑ and C = Z. Then it is generated by an element σ and all the opensubgroups of G are generated by σm. We have an isomorphism H2(U,Z) ∼= H1(U,Q/Z)induced by the exact sequence
0 Ï Z Ï Q Ï Q/Z Ï 0

So we define the reciprocity map to be the composite of this isomorphism with
H1(U,Q/Z) ∼= HomU (U,Q/Z) f ↦Ïf (σm)−−−−−Ï Q/Z

This is clearly a class formation and depends on the choice of σ . The reciprocity map isinjective but not surjective: it is the inclusion n ↦Ï σn. Since for all U ≤ Ẑ we have m(ZU ) =
m(Z) = 0 and H2(U,Z/mZ) = 0 because cd(Ẑ) = 1, so α0(U,Z/mZ) is an isomorphismfor all U and all m. Moreover, (ZU )m = Z/mZ and (Ẑab)m = Ẑ/mẐ, so α1(U,Z/mZ) isan isomorphism for all U and all m. Hence αr(G,M) is an isomorphism for all finitelygenerated M and for all r ≥ 1 and α0(G,M) is an isomorphism for all finite M .When M is finite, HomZ(M,Z) = 0 and for the exact sequence we get ExtrZ(M,Z) = 0 forall r ̸= 1 and Ext1Z(M,Z) ∼= HomZ(M,Q/Z) =: M∗

Hence, using the spectral sequence
Hp(G,ExtqZ(M,Z)) Ñ Extp+q

G (M,Z)
we get ExtrG(M,Z) = Hr−1(G,M∗), so we have a perfect pairing

Hr(G,M) ×H1−r(G,M∗) Ï Q/Z

Moreover, if M is finitely generated, then HomG(M,Z) is finitely generated, and if we con-sider U such that MU = M , then Hochschield-Serre gives us
0 Ï H1(G/U,M) Ï H1(G,M) Ï H1(U,M)

Then H1(G/U,M) is finite since G/U is finite, and since MU = M

H1(U,M) = Homcts(U,M) = Homcts(Ẑ,ZI ⊕ Z/mZ) = Z/mZ

is also finite, then H1(G,M) is finite, so H1(G,M)∗ is finite and via α1 we get Ext1(Z,M) isfinite.In particular, we can summarize
Theorem 1.1.9. Let G ∼= Ẑ, M a finite G-module, M∗ = HomZ(M,Q/Z) the Pontryagin
dual, we have a perfect pairing of finite groups

Hr(G,M) ×H1−r(G,M∗) Ï Q/Z
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If now M is finitely generated, if we apply _ ⊗Z Ẑ to the exact sequence of theorem 1.1.8we get 0 Ï HomG(M1,Z)∧ Ï HomU (M,Z)∧ Ï HomG(M,Z)∧ Ï Ext1(M1,Z)We have that on the completion α̂0(G,Z) = r̂ecG : Ẑ Ï Ẑ is an isomorphism (in fact, it is theidentity), so α̂0(G,M) is an isomorphism if G acts trivially on M , and we can conclude by thesame way of theorem 1.1.8 that α̂0(U,M) is an isomorphism using the exact sequence on thecompletion, hence α̂0(G,M) is an isomorphism for all M finitely generated. In particular,we have

Theorem 1.1.10. Let G ∼= Ẑ, M a finitely generated G-module, M∗ = HomZ(M,Q/Z) the
Pontryagin dual, we have

1. α0(G,M) : HomG(M,Z)∧ ∼−Ï H2(G,M)∗
2. Ext1G(M,Z) ∼−Ï H1(G,M)∗ are finite groups

3. Ext2G(M,Z) ∼−Ï HomZ(MG ,Q/Z)
4. ExtrG(M,Z) = 0 for r ≥ 3

Local Fields

Let K be a local field, K a fixed separable closure and K0 the maximal unramified extension.
G = Gal(K/K) the absolute Galois group, I = Gal(K/K0) the inertia subgroup and C = K×.Then Hochschield-Serre induces the exact sequence
H1(I, K×) = 0 Ï H2(G/I,K×0 ) Ï Ker(H2(G,K×) Ï H0(G/I,H2(I, K×)) Ï H1(G/I,H1(I, K×)) = 0
and H2(I, K×) = 0 for the local class field theory ([Ser62, X, 7, Proposition 11]), so theinflation map is an isomorphism

H2(G/I,K×0 ) ∼−Ï H2(G,K×)
Since for every finite unramified extension L/K, if UL = O×

L , then Hr(Gal(L/K), UL) = 0, sothe exact sequence 0 Ï UL Ï L× Ï Z Ï 0gives an isomorphism passing to the limit
H2(G/I,K×0 ) ∼= H2(Ẑ,Z) InvG/I−−−−Ï Q/Z

Where InvG/I is given by the previous example with σ = Frob. Then this gives rise to aclass formation ([Mil97, III, Proposition 1.8]) with reciprocity map recG : K× Ï Gab injectivewith dense image, the norm groups are the open subgroups of G by local class field theory([Mil97]).Consider U an open subgroup of G, F = KU the corresponding finite abelian extension of
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K. By local class field theory, F̂× ∼−Ï Uab is the completion morphism, hence we have amorphism of left exact sequences

0 mF× F× F×

0 mUab Uab Uab

α0(U,Z/mZ)
m

m

Then α0(U,Z/mZ) is the completion morphism, hence it is injective with dense image, andsince mF× = µm(F ) is finite, it is an isomorphism. Moreover, consider the cokernel
F× F× F×

m 0
Uab Uab Uab

m 0
m

α1(U,Z/mZ)
m

We have the following morphism of exact sequences given by the completion
0 O×

F F× Z 0
0 IabF Uab Ẑ 0

The first one is an isomorphism since OF ∼= k× M is a topological isomorphism, hence O×
Fis complete. Hence, since Z m−Ï Z is injective, we have an induced exact sequence on thecokernels 0 (O×

F )m (F×)(m) Z/mZ 0
0 (IabF )m (Uab)m Ẑ/mẐ = Z/mZ 0α1(U,Z/mZ)

And since the two external maps are isomorphisms, we have that α1(U,Z/mZ) are isomor-phisms for all U and all m hence for theorem 1.1.8
αr(G,M) : ExtrG(M,K×) Ï H2−r(G,M)

is an isomorphism for all finitely generated G-modules M for all r ≥ 1, and if M is finite
α0(G,M) also is. If now M has torsion part prime to char(K), since K× is divisible by allprimes different from the characteristic of K, we have ExtrZ(M,K×) = 0 for r ≥ 1, so wehave by the degenerating Ext sequence

Hr(G,HomZ(M,K×)) ∼= ExtrG(M,K×)
So we can summarize
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Theorem 1.1.11 (Local Tate Duality). If K is a local field, M a finite GK-module, MD =
HomZ(M,K×) the Cartier dual, then we have a perfect pairing

Hr(GK,M) ×H2−r(GK,MD) Ï Q/Z

Moreover, if M is finite with order prime to char(K) then ExtrG(M,K×) and Hr(G,M) are
finite

Proof. The only assertion who needs a proof is the finiteness:We know by Kummer exact sequence that
0 H0(G, µn(K×)) = µn(K×) K× K×

H1(G, µn(K×)) H1(G,K×) = 0 H1(G,K×) = 0
H2(G, µn(K×) H2(G,K×) = Q/Z H2(G,K×) = Q/Z

(_)n

Hence we get
• H1(G, µn(K×)) = K×/K×n

• H2(G, µn(K×)) = 1
nZ/Z

• Hr(G, µn(K×)) = 0 for r > 2 (cd(G) ≤ 2)
In particular, they are all finite.Consider now a finite extension L/K which contains all the mth toots of 1, with m dividingthe order of M and such that Gal(K/L) acts trivially on M , so M as a Gal(K/L)-moduleis isomorphic to a finite sum of copies of µm, so Hr(Gal(K/L),M) is finite. We can useHochschield-Serre’s seven-terms exact sequence, ifN = Ker(H2(G,M) Ï H2(Gal(K/L),M)Gal(L/K)):
0 H1(Gal(L/K),M) H1(G,M) H1(Gal(K/L),M)Gal(L/K)

H2(Gal(L/K),M) N H1(Gal(L/K), H1(Gal(K/L),M))
0 N H2(G,M) H2(Gal(K/L),M)Gal(L/K) 0

SoH1(G,M) andH1(G,M) are finite sinceGal(L/K) is a finite group, and by duality ExtrG(M,K×)is finite.
We can enounce local Tate duality in its general form:
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Theorem 1.1.12. Let M be a finitely generated G-module whose torsion subgroup has
order prime to char(K). Then for r ≥ 1 we have isomorphisms

Hr(G,MD) Ï H2−r(G,M)∗
and an isomorphism of profinite groups

H0(G,MD)∧ Ï H2(G,M)∗
Moreover, H1(G,M) and H1(G,MD) are finite groups.

Proof. To prove the finiteness, by the previous result we can assumeM torsion free. Let L/Kbe a finite extension such that Gal(K/L) acts trivially on M . Then the inflation-restirctionexact sequence
0 Ï H1(Gal(L/K),M) Ï H1(G,M) Ï H1(Gal(K/L),M)Gal(L/K)

And since H1(Gal(K/L),M) = Homcts(Gal(K/L),M) = 0 since M = Zm and G is compact.This shows that H1(G,M) is finite, and by duality H1(G,MD) is finite.Now, we have that
α̂0(G,Z) = r̂ecG : K̂× Ï Gis an isomorphism (recG is injective with dense image), hence α̂0(G,M) is an isomorphismif G acts trivially on M , so we can conclude by the same way as theorem 1.1.10.

Henselian fieldsLet R be an Henselian DVR with finite residue field, and let K be its fraction field. Thevaluation lifts uniquely to K and so Gal(K/K) = Gal(K̂/K̂). So we have:
Proposition 1.1.13. There is a canonical isomorphism invK : Br(K) ∼= H2(Gal(K0/K), K×0 ) ∼=
Q/Z which respects the class formation axiom:

Sketch of proof. First, we need to show that Br(K×0 ) = 0, then we have the first isomorphismusing the exact sequence
0 Ï H2(G(K0/K), K×0 ) Ï Br(K) Ï Br(K0)Using the split exact sequence of Gal(K0/K)-modules

0 Ï R×0 Ï K×0 Ï Z Ï 0
shows that H2(Gal(K0/K), K×0 ) Ï H2(Gal(K0/K),Z) is surjective, and by some trick wecan show that its kernel is zero. Since H2(Gal(K0/K),Z) ∼= H1(Gal(K0/K),Q/Z) ∼= Q/Zcanonically, we have the isomorphism.If now F/K is a finite separable extension, RF is again an Henselian DVR with finite residuefield, and by definition one has

invF (Res(a)) = [F : K]invK(a)
For the details, see [Mil06, Ch. I, Appendix A]
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So again (GK, K×) is a class formation, hence we have a reciprocity law

recG : K× Ï Gab

whose kernel is ⋂
L/Kfinite separableNL/KL×, hence we have an isomorphism

lim
ÎÉ

K×/NL/K
∼−Ï Gab

If now we ask R to be also excellent, i.e. such that the completion K̂/K is separable over
K, and that its residue field is finite. (Notice that the Henselization of a local ring at a primein a global field satisfies this hypothesis).
Lemma 1.1.14. (i) Every finite separable extension of K̂ is of the form F̂ for a finite

separable extension F/K. Moreover [F : K] = [F̂ : K̂]
(ii) K is algebraically closed in K̂.

Proof. (i) It follows from Krasner’s Lemma: take F̂ = K̂[α] and let fα be its minimalpolynomial, consider fn(T) a sequence in K[T] converging to fα(T) and let F = K[β] for
β a root of fn for n big enough(ii) Take α ∈ K̂ integral over R. Take f its minimal polynomial over R, since R̂ is a
DVR, hence integrally closed, f has a root in R̂, and again from Krasner’s Lemma weconclude that f has a root in R, hence α ∈ R.

Remark 1.1.15. From the separability and (ii), we conclude that K̂ is linearly disjoint from
Kalg (see [Lan72, III, Thm 2])Using this result, one can see that

NF× = NF̂× ∩K×

So we can conclude from the existence theorem of local class field theory that
Theorem 1.1.16 (Existence theorem for excellent Henselian DVR with finite residue field).
The norm subgroups of K× are exactly the open subgroups of K× of finite indexHence α0(G,Z) defines again an isomorphism

α̂0(G,Z) : (K×)∧ Ï Gab

We get that α0(G,Z) = r̂ec is again an isomorphism and α0(G,Z/mZ) = 0 is an isomorphismas in the previous examples. α1 So we can now generalize local Tate duality:
Theorem 1.1.17. Let K is the fraction field of an excellent Henselian DVR with finite
residue field, M a finite GK-module whose torsion subgroup is prime to char(K), MD =
HomZ(M,K×) the Cartier dual. Then for r ≥ 1 we have isomorphisms

Hr(G,MD) Ï H2−r(G,M)∗
and an isomorphism

H0(G,MD)∧ Ï H2(G,M)∗
Moreover, H1(G,M) and H1(G,MD) are finite groups.
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Proof. We only need to show that for everym prime to char(K), α0(U,Z/mZ) and α1(U,Z/mZ)are isomorphisms for all U and all m. So take F the finite extension of K correspondingto U . RF is again an Henselian local ring, so we have a diagram0 R×

F F× Z 0
0 R̂×F Uab Ẑ 0Again, we have as in theorem 1.1.12 that

m(R×
F ) Ï m(R̂×

F )is injective with dense image, but (R×
F )m is finite, hence it is an isomorphism, and we con-clude that α0(U,Z/mZ) : mF× Ï mUab is an isomorphism. Then, since R̂×

F is divisible by allprimes ̸= char(k) because it is Henselian, we have that R×
m Ï R̂×

m is an isomorphism, so
α1(U,Z/mZ) : F×

m Ï Uab
m is an isomorphism for all m prime to char(k), and we concludeby the same way as theorem 1.1.12

In particular, we have that:
Theorem 1.1.18 (Generalized local Tate duality). If M is finite, we have a perfect pairing

Hr(GK,M) ×H2−r(GK,MD) Ï Q/Z
Moreover, Extr(M,K×) and Hr(G,M) are finite

Archimedean fieldsWe have a duality theorem for K = R:
Theorem 1.1.19. Let G = Gal(C/R). For every finitely generated module M with dual
MD = Hom(M,C×), we have a nondegenerate pairing of finite groups:

Ĥr(G,MD) × Ĥ2−r(G,M) Ï H2(G,C×) = 12Z/Z
Proof. Let M be finite, then G acts only on the 2-primary component of M , so we cansuppose M 2-primary, and using the exact sequence0 Ï Z/2Z Ï M Ï M ′ Ï 0using induction on the order of M we need to prove it for M = Z/2Z with trivial action.Then MD = Z/2Z and since G is cyclic we have0. Ĥ0(G,Z/2Z) = Z/2Z/NC/R(Z/2Z) = Z/2Z1. Ĥ1(G,Z/2Z) = Hom(Z/2Z,Z/2Z) = Z/2ZIf M = Z, then Hom(Z,C×) = C×, so1. Ĥ0(G,Z) = Z/NC/R(Z) = Z/2Z, Ĥ0(G,C×) = R×/NC/R(C×) = Z/2Z2. Ĥ1(G,Z) = Hom(Z/2Z,Z) = 0, Ĥ1(G,C×) = 0 for Hilbert 90.And if M = Z[G] every group is 0 (Z[G] is Z[G]-projective).Combining all this we have the result.
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1.2 Global Tate duality

Consider K a global field, S a non empty set of places containing all the nonarchimedeanif k is a number field. If F/K is a finite extension, we will denote by SF the set of placeslying over S, and if the context is clear just by S.
KS would be the maximal subextension of K which is ramified only over S, which is Galois,and let GS be its Galois group.Let now OS be the ring of S-integers:

OS := ⋂
v ̸∈S

Ov = {a ∈ K : v(a) ≥ 0 for all v ̸∈ S}

For each place, choose an embedding k Ï kv and an isomorphism of Gv = Gal(kv/kv) tothe decomposition subgroup of G.Consider P a set of prime numbers ℓ such that for all n ℓ∞ divides the degree of KS over
K. If K = k(X) is a function field, then since kK ⊆ KS , then P is the set of all primes. It isknown ([CC09, Cor 5.2]) that if S contains all the places over at least two primes of Q, then
P is the set of all primes, but in general we have no idea how large P is.Let F/K be a finite extension contained in KS . Then define:

• IF the IdÃĺle group of F , IF,S the S-idÃĺle group ∏O×
v

v∈S F×
v , with the canonical inclusion

IF,S ↪Ï IF given by (av) ∈ IF,S ⇔ av = 1 for all v ̸∈ S

• OF,S the ring of S-integers of F , i.e. ⋂
v ̸∈S Ov (the normal closure of OK,S in F ) and

EF,S := O×
F,S the S-units and ClF,S its class group.

• CF,S := IF,S/EF,S the S-idÃĺle class group
• UF,S := ∏

w ̸∈S Ow with the canonical inclusion UF,S ↪Ï IF

(av) ∈ UF,S ⇔ av = 1 for all v ∈ S and av ∈ O×
v for all v ̸∈ S

• CS(F ) = CF /UF,S

Taking the direct limit over F we can define IS, OS, ES, CS, US .
Remark 1.2.1. If S contains all primes, then KS = K, GS = GK and P contains all the primes.The object just defined are respectively IF , F, F×, CF and 1.We know by [CF67, VII] (see Chapter A) that if F is a global field, then (GF , CF ) is a classformation. We want to generalize this to (GS, CS), so we need to generalize theorem 1.1.8.
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1.2.1 P-class formationLet P be a set of prime numbers, G a profinite group, C a G-module. Then (G,C) is a
P-class formation if for all open subgroups U of G, H1(U,C) = 0 and there is a family ofmonomorphisms

invU : H2(U,C) Ï Q/Zsuch that:
1. For all pairs of subgroups V ≤ U ≤ G with [U : V ] = n the following diagramcommutes:

H2(U,C) H2(V,C)
Q/Z Q/Z

invU invV
n

2. If V is normal in U , the map
invU/V : H2(U/V.CV ) Ï 1

nZ/Zis an isomorphism
3. For all ℓ ∈ P, then the map on the ℓ-primary components invU : H2(U,C)(ℓ) Ï (Q/Z)(ℓ)is an isomorphism

Since, if M is finitely generated, ExtrG(M,N) is torsion for r > 1, we can apply the samemethod as for the class formation to the ℓ-primary components and get the theorem:
Theorem 1.2.2. Let (G,C) be a P-class formation, ℓ ∈ P and M a finitely generated
G-module.

(a) The map αr(G,M)(ℓ) : ExtrG(M,N)(ℓ) Ï H2−r(G,M)∗(ℓ) is an isomorphism for r ≥ 2
and if M is torsion free, also for r = 1.

(b) The map α1(G,M)(ℓ) is an isomorphism if α1(U,Z/ℓnZ)(ℓ) is an isomorphism for all
U open subgroup and n ∈ N.

(c) The map α0(G,M) is epi (resp. an isomorphism) for all M finite ℓ-primary group if
in addiction α0(U,Z/ℓnZ) is epi (resp. an isomorphism) for all U open subgroup and
n ∈ N.

Consider CS(F ) = CF /UF,S , we want to show that (GS, CS) is a P-class formation, andmoreover that CGal(KS/F )
S = CS(F ). We have that if S contains all the primes then (G,C) isa class formation, so a P class formation, and CS(F ) = CF .

Lemma 1.2.3. There is an exact sequence

0 Ï CF,S Ï CS(F ) Ï ClF,S Ï 0
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Proof. Notice that in IF we have UF,S ∩ F× = {1} where F× is taken with the diagonalembedding, we have IF,S ∩ (F×UF,S) = EF,S , hence we have an inclusion UF,S ↪Ï CF and theinclusion IF,S ↪Ï IF passes to the quotient by EF,S , so we have an inclusion CF,S ↪Ï CF /UF,S .Hence the cokernel is

IF /(F×UF,SIF,S) ∼= (⨁
v ̸∈S

Z)/F× =: ClF,S
Remark 1.2.4. If S is the complementary of finitely many places, then ClF,S = 1 for theChinese reminder theorem (it is a Dedekind domain with finitely many prime ideals) and
CF,S

∼−Ï CS(F ) is an isomorphism.
Remark 1.2.5. Since (G,CF ) is a class formation, if HS = GKS , then (GS, CHS

F ) is a P-classformation (P is constructed to do so).
Proposition 1.2.6. There is a canonical exact sequence0 Ï US Ï CHS

K Ï CS Ï 0
Proof. Remark that since for Hilbert 90 H1(G(F1/F ), F×1 ) = 0, we have for each finite exten-sion F1/F the exact sequence 0 Ï F×1 Ï IF1 Ï CF1 Ï 0
and since (F×1 )G(F1/F ) = F× and IG(F1/F )

F1 = IF , then CF = CG(F1/F )
F1 , so in particular

lim
ÊÏ

KS/F/K

CF = CHS
K

If S is the complement of finitely many places, by previous lemma we have an isomorphism
CF,S ∼= CF /UF,S , so passing to the filtered colimit over F we have CS ∼= CHS

K /US , which givesthe exact sequence.In general, to reduce to this case we need to show that lim
ÊÏKS/F/K

ClF,S = 0.Consider L/F the maximal unramified extension of K such that every non-archimedeanplace of S splits completely, and consider F ′ the maximal abelian subextension of L/F .Then F ′/F is the maximal abelian extension of F which splits completely on the primes of
S, so F ⊆ HF where HF is the Hilbert class field, so F ′/F is finite.By class field theory ([CF67, XII]) and since Gal(L/F )ab = Gal(F ′/F ) since the commutator[Gal(L/F ), Gal(L/F )] = Gal(L/F ′)We have a commutative diagram

ClF,S Gal(L/F )ab Gal(F ′/F )
ClF ′,S Gal(L/F ′)ab

∼

V

∼

Where V is the transfer map (see [AT67, XIII,2]). Then we have a theorem
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Theorem 1.2.7 (Principal ideal theorem). Let U be a group whose commutator [U,U] is
of finite index and finitely generated. Then the transfer map

V : U/[U,U] Ï [U,U]/[[U,U], [U,U]]
is zero

Proof. [AT67, XIII,4]
Since here U = Gal(L/F ) and [U,U] = Gal(L/F ′), [U : [U,U]] = [F ′ : F ] = #Cl(F ) <

∞.
Lemma 1.2.8. Hr(GS,Us) = 0 for r ≥ 1
Proof. By definition

Hr(GS,US) = lim
ÊÏ
F

Hr(Gal(F/K), ∏
w ̸∈SF

O×
w)

And since Gal(F/K) is a finite group, we can take out the product3 and
lim
ÊÏ
F

∏
v ̸∈SK

(Gal(F/K),∏
w|v

O×
w)

And since for all v Gal(F/K) = ∏
w|v Gal(Fw/Kv) and the only factor that acts on O×

w is
Gal(Fw/Kv), we have∏

v ̸∈SK

Hr(Gal(F/K),∏
w|v

O×
w) = ∏

v ̸∈SK
w|v

Hr(Gal(Fw/Kv),O×
w)

Then since w|v is unramified, O×
w × πZ ∼= F×

w , and for the valuation exact sequence
0 Ï Ov = (Ow)Gal(Fw /Kv ) Ï K×

v = (F×
w )Gal(Fw /Kv ) Ï πZ = (πZ)Gal(Fw /Kv ) Ï 0

H1(Gal(Fw/Kv),Ow) = 0. And since it is unramified, Gal(Fw/Kv) is finite cyclic, so it isenough to prove that Ĥ0(Gal(Fw/Kv),O×
w) = 0, and this is true since NFw /Kv : Ow Ï Ov issurjective

Corollary 1.2.9. The exact sequence of proposition 1.2.6 is again exact applying (_)GS ,
since CGS

K = CK and UGSS = UK,S , we have CGS
S /UGSS = CS(K) so it gives isomorphisms

CS(K) ∼−Ï CGS
S (1.1)

Hr(GS, CHS
F ) ∼−Ï Hr(GS, CS) (1.2)

In particular (GS, CS) is a P class formation.
3If G is a discrete group, {Mi}I a family of G-modules, then

Hr(G,∏
I
Mi) ∼= ExtrZ[G](Z,∏

I
Mi) ∼= ∏

I
ExtrZ[G](Z,Mi) ∼= ∏

I
Hr(G,Mi)
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Definition 1.2.10. We denote DS(F ) and DF the connected components of CS(F ) and CF .
Remark 1.2.11. If F is a function field, then since every nonarchimedean field is totallydisconnected DS(F ) = DF = {1}. If F is a number fields, then one has that DS(K) is theclosure of the image of DK in CS(K), and since US,K is compact the map is closed, so
DS(F ) = DFUS,F /US,F .
Lemma 1.2.12. If K is a number field, then DS(K) is divisible and there is an exact
sequence 0 Ï DS(K) Ï CS(F ) rec−−Ï Gab

S Ï 0
Proof. If S contains all the primes, then the exact sequence is the reciprocity law of globalclass field theory (see [AT67]), and DK is divisible since

DK = R × (R/Z)s × Sr+s−1
where r and 2s are the real and complex embeddings of K and S ∼= (R×Ẑ)/Z is the solenoid,which are all divisible groups.In the general case, DS(K) is divisible since DK is, and quotients of divisible are divisible.The image of US,K in Gab is the subgroup fixing Kab ∩KS , hence it is the kernel of Gab Ï
Gab
S . So we have a commutative diagram

UK,S Gal(Kab/Kab ∩KS) 0
0 DK CK Gab 0

DK,S CK,S Gab
S 0

and we conclude by snake lemma.
Remark 1.2.13. This says that the reiprocity map induces α0 = nrec(GS,Z/nZ) and α1 =
rec(GS,Z/nZ)n, which are respectively epi and iso if n = ℓm with ℓ ∈ P

Theorem 1.2.14. Let M be a finitely generated GS-module and ℓ ∈ P.

(a) The map
αr(GS,M) : ExtrGS (M,CS) Ï H2−r(GS,M)∗

is an isomorphism for all r ≥ 1
(b) If K is a function field, then there is an isomorphism

HomGS (M,CS)∧ ∼−Ï H2(GS,M)∗
Where ∧ is the profinite completion,
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Proof: K Number field. We have that α1(GS,Z/ℓmZ) is iso and α0(GS,Z/ℓmZ) is epi, so (a)follows from theorem 1.2.2, and also α0(GS,M)(ℓ) is epi if M is finite.
Proof: K Function field. If K is a function field, then P contains all primes and rec : CK Ï
Gab is injective with dense image, and there is an exact sequence

0 Ï CK Ï Gab Ï Ẑ/Z Ï 0
Using the same argument as in lemma 1.2.12, we have the exact sequence

0 Ï CS(K) rec−−Ï Gab
S Ï Ẑ/Z Ï 0

And since Ẑ/Z is uniquely divisibile, α0(GS,Z/ℓmZ) = ℓnrec and α0(GS,Z/ℓmZ) = recℓn areisomorphisms.
1.3 Tate-Poitou

Let us fix M a finitely generated GS-module whose order of the torsion group is a unit in
OS .Let v be a place of K and choose an embedding K ↪Ï Kv , Gv = Gal(Kv/Kv) the de-composition subgroup and if v is nonarchimedean, let k(v) be the residue field and gv =
Gal(k(v)/k(v)) = Gv/Iv . The embedding gives a canonical map Gv Ï GK which induces bythe quotient a canonical map Gv Ï GS , which gives a map

Hr(GS,M) Ï Hr(Gv ,M)
We will consider

Hr(Kv ,M) = {
Hr(Gv ,M) if v is non archimedean
Ĥr(Gv ,M) if v is archimedean

In particular H0(R,M) = MGal(C/R)/NC/RM and H0(C,M) = 0.If v is non archimedean and M is unramified (i.e. MI = M), we have a canonical map
Hr(gv ,M) Ï Hr(Gv ,M) and we will write Hr

un(Kv ,M) the image of this map, so by definition
H0
un(Kv ,M) = H0(Kv ,M) and for the inflation-restriction exact sequence H1

un(Kv ,M) =
H1(gv ,M), and if M is torsion since cd(gv) ≤ 1 we have Hr

un(Kv ,M) = 0 for r > 1.Since a finitely generated GS-module is ramified only on finitely many places of S, we candefine
PrS(K,M) = ∏

v∈S

Hr
un(Kv ,M)Hr(Kv ,M)

with the restricted product topology.
Lemma 1.3.1. The image of

Hr(GS,M) Ï
∏
v∈S

Hr(Kv ,M)
is contained in PrS(K,M)
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Proof. If γ ∈ Hr(GS,M), since Hr(GS,M) = lim

ÊÏ
Hr(GS/U,MU ), then there is a finite exten-sion KS/L/K such that γ ∈ Hr(Gal(L/K),M). So since if w|v is unramified Gal(Lw/Kv) =

Gal(k(w)/k(v)), we have γ ∈ H2
un(Kv ,M).

So we have a map βr : Hr(GS,M) Ï PrS(K,M)
Lemma 1.3.2. If M is finite, the inverse image of every compact subset of P1(GS,M)
under β1 is finite.

Proof. Consider U = Gal(L/K) ⊆ GS open normal such that MU = M , then
0 H1(U,M) H1(GS,M) H1(G/U,M) 0
0 P1(L,M) P1(K,M) ∏′H1(G/U,M) 0

Since H1(G/U,M) is finite, every subset is finite. So it is enough to prove it if GS acts triviallyon M .For every V compact neighborhood of 1 there exists T ⊆ S such that S \ T is finite and Vis contained in
P(T) = ∏

v∈S\T
H1(Kv ,M) ×

∏
v∈S

H1
un(Kv ,M)

So it is enough to show that the inverse image of P(T) is finite. Let f ∈ (β1)−1(P(T)) ⊆
H1(GS,M) = HomGrp(GS,M), then f is by defintion such that Kker(f )

S is unramified at allplaces v ∈ T . So since [Kker(f )
S : K] = #(GS/Ker(f )), we have [Kker(f )

S : K] divides #M , andit is unramified outside the finite set S \ T . Hence by Hermite’s theorem there are onlyfinitely many extension like this, so (β1)−1(P(T)) is finite.
We define Xr

S = Ker(βr). In particular, if M is a finite G-module, since P1
S(K,M) islocally compact X1

S is finite.
Remark 1.3.3. If M is a finite GS-module, then MD = Hom(M,K×

S ) = Hom(M,ES) isagain a finite GS-module and if #M is invertible in OK,S , then MD = Hom(M,K×) =Hom(M,µ∞(K)) = Hom(M,Q/Z), so MDD is canonically isomorphic to M for Pontryaginduality. So by the local results we can conclude that
PrS(K,M) ∼= P2−r

S (K,MD)∗
is a topological isomorphism. Then, by taking the dual map of β2−r , we have continuousmaps

γr(K,MD) : PrS(K,MD) Ï H2−r(GS,M)∗
Theorem 1.3.4. Let M be a finite GS-module whose order is a unit in OK,S . Then:
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1. The map β0

S(K,M) is injective and γ2(K,MD) is surjective, for r = 0, 1, 2 we have
isomorphisms:

Im(βr) = Ker(γr)
such that there is an exact sequence of locally compact groups:

0 H0(GS,M) P0
S(K,M) H2(GS,MD)∗

H1(GS,MD)∗ P1
S(K,M) H1(GS,M)

H2(GS,M) P2
S(K,M) H0(GS,MD)∗ 0

β0 γ0

γ1 β1
β2 γ2

(Tate-Poitou exact sequence 1.3)
with the following topological description:

finite compact compact
compact locally compact discrete
discrete discrete finite

2. For r ≥ 3, βr is a bijection

Hr(GS,M) Ï
∏
v real

Hr(Kv ,M)
In particular they are all finite.

1.3.1 Proof of the main theorem

Let M be a finitely generated GS-module. We will define with the same notation Md threedifferent objects:
• When M is regarded as a GS module, then Md = HomGS (M,ES)
• If M is not ramified on v, M can be regarded as a gv-module, so in this case Md =Homgv (M,Oun×

v ), where Oun
v is the ring of integers of the maximal unramified exten-sion of Kv .

• When M is regarded as a Gv module, Md = HomGv (M,Kv
×)

Lemma 1.3.5. Let M be a finitely generated GS-module where #Mtor is a unit in OK,S .
Then

(a) For all r ≥ 0, ExtrGS (M,ES) = Hr(GS,Md)
(b) For v ̸∈ S, Hr(gv ,Md) = Extrgv (M,Oun×

v ) and for r ≥ 2 they are both zero.
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Proof. (a) Since ES is divisible by all integers that are units in OK,S , we have ExtrZ(M,ES) =ExtrZ(M,ES) = 0 for r ≥ 1, hence the result comes from the degenerating spectralsequence

Hp(GS,ExtqZ(M,ES)) Ñ Extp+q
GS (M,ES)

(b) Since again Oun×
v is divisible by all the integers dividing #Mtor , the equality comes againfrom the spectral sequence.Now Oun×

v is cohomologically trivial, so for a well-known theorem ([Ser62, IX, Âğ7,TheorÃĺme 11]) we have an injective resolution
0 Ï Oun×

v Ï I1 Ï I2 Ï 0
In particular Extrgv (M,Oun×

v ) = 0 for all M and all r ≥ 2.
Lemma 1.3.6. If now either M is finite or S omits finitely many places, then

HomGS (M, IS) = ∏
v∈S

H0(Gv ,Md)
(which is P0

S(K,M) if K is a function field, since Kv is always non archimedean and we
don’t have Tate cohomology groups involved), and for r ≥ 1

ExtrGS (M, IS) = PrS(K,Md)
Proof. Consider T ⊆ S finite such that T contains all the archimedean places and all thenonarchimedean places where M is ramified (they are finitely many), and the order of
Mtors is invertible in OK,T . Consider the subgroup of the idÃĺle group IF,S :

IF,S⊇T := ∏
w∈T

F×
w ×

∏
w∈S\T

O×
v

Then
IS = lim

ÊÏ
T⊆Sopportune

lim
ÊÏ
F⊆KT

IF,S⊇T

So in particular ExtrGS (M, IS) = lim
ÊÏ
F,T

ExtrGal(F/K)(M, IF,S⊇T )
And since Ext commute with the products, for Shaphiro’s Lemma:

ExtrGal(F/K)(M, IF,S⊇T ) = ∏
v∈T

ExtrGal(Fw /Kv )(M,F×
w ) ×

∏
v∈S\T

ExtrGal(Fw /Kv )(M,O×
Fw )

Consider F big enough such that Kun
v ⊆ Fw . Since now if Iw is the inertia group of

Gal(Fw/Kv), we have Hr(Iw ,O×
Fw ) = 0 so the degenerating spectral sequence

Extpgv (M,Hq(Iw ,O×
Fw )) Ñ Extp+q

Gal(Fw /Kv )(M,O×
Fw )
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gives the isomorphism

ExtpGal(Fw /Kv )(M,O×
Fw ) = Extpgv (M,Oun×

v ) = Hp(gv ,Md)
Hence combining this we have

ExtrGal(F/K)(M, IF,S⊇T ) = ∏
w∈T

ExtrGal(Fw /Kv )(M,F×
w ) ×

∏
w∈S\T

Hr(gv ,Md)
Considering now F/K finite such that GFw acts trivially on M , so

HomGal(Fw /Kv )(M,F×
w )) = HomGv (M,K×

v )
and looking at the spectral sequence

ExtpGal(Fw /Kv )(M,Hq(GFw , K×
v )) Ñ Extp+q

Gv (M,K×
v )

the five-term exact sequence and Hilbert 90 (H1(GFw , K×
v ) = 0) give

Ext1Gal(Fw /Kv )(M,F×
w )) = Ext1Gv (M,K×

v )
So for r = 0, 1, since ExtrGv (M,K×

v ) = Hr(Gv ,Md) we have
ExtrGs (M, IS) = lim

ÊÏ
(∏
v∈T

Hr(Gv ,Md) ×
∏

v∈S\T
Hr(gv ,Md))

which gives the result for r = 0, 1.For r ≥ 2, Hr(gv ,Md) = 0, so since T is finite we have
ExtrGS (M, IS) = lim

ÊÏ
K/F/K

(⨁
v∈S

ExtrGal(Fw /Kv )(M,F×
w )) = ⨁

v∈S
( lim

ÊÏ
K/F/K

ExtrGal(Fw /Kv )(M,F×
w ))

If v is archimedean, it is trivial that ExtrGal(Fw /Kv )(M,F×
w ) = ExtrGv )(M,Kv

×) = Hr(Gv ,Md), sosuppose now v non archimedean.
Claim If S contains almost all primes, lim

ÊÏKS/F/K
Fw = Kv .If we fix an extension Kv ⊆ Lw of degree n generated by fw , for all the places u ̸∈ S thereis a unique unramified extension Lu/Ku of degree n generated by the root of a polynomial

fu ∈ Ku[X], and the weak approximation theorem gives f ∈ K[X] such that |f − fu|u < ε forall u ̸∈ S and for u = v, and for Krasner’s lemma if F is generated by a root of f then thereexists u′|u such that Fu′ = Lu for all u ̸∈ S and for u = w, i.e. for all v ∈ S and all L/Kvfinite separable there exists KS/F/K such that L = Fw for w|v. So in this case we conclude
since lim

ÊÏ
F

ExtrGal(Fw /Kv )(M,F×
w )) = ExtrGv (M,Kv

×)) = Hr(Gv ,Md)
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Claim If M is finite and ℓ divides the order of M , then for all v ∈ S finite and for all N
there is KS/F/K such that ℓN |[Fw : Kv ].If K = k(X) is a function field, this is trivial: it is enough to take the unique extension of kof degree ℓN .If K is a number field, then S contains all the places over ℓ since ℓ is a unit in OK,S = ⋂

v ̸∈S Ov ,and for all n consider F = K(ζℓn ) ⊆ KS , so Kv(ζℓn ) ⊆ Fw , so let p be the rational prime suchthat v|p, we have a diamond
Kv(ζℓn )

Kv Qp(ζℓn )
Qp

So if ℓ ̸= p Qp(ζℓn ) is unramified over Qp of degree d dividing ℓn−1(ℓ − 1), and d Ï ∞ if
n Ï ∞, and if ℓ = p Qp(ζℓn ) is totally ramified of degree ℓn−1(ℓ − 1) so for n >> 0 since[Kv : Qp] is fixed ℓN |[Fw : Kv ].So if v is non archimedean we have

Hr(GFw , Kv
×) =

⎧⎪⎨⎪⎩
F∗
w if r = 0

Q/Z if r = 20 otherwise
And by the claim:

lim
ÊÏ
F

H2(GFw , Kv
×)(ℓ) = lim

ÊÏ
F

(Q/Z(ℓ) [Fw :Kv ]−−−−Ï Q/Z(ℓ)) = 0
And since the ℓ-primary component of an abelian group A is HomZ(Zℓ , A) and it is a mor-phism of Gal(Fw/Kv)-modules since the action of Gal(Fw/Kv) must respect the order of theelements.Since now if M is finite we have

HomGal(Fw /Kv )(M, _) ∼= ⨁
ℓ|#M HomGal(Fw /Kv )(M, (_)(ℓ))

And since Q/Z is divisible, RHomZ(Zℓ ,Q/Z) = HomZ(Zℓ ,Q/Z) = Q/Z(ℓ) and so there is aquasi isomorphism
RHomGal(Fw /Kv )(M,Q/Z) ∼= ⨁

ℓ|#M RHomGal(Fw /Kv )(M,Q/Z(ℓ))
Hence we have a direct system of spectral sequences

ExtpGal(Fw /Kv )(M,Hq(GFw , Kv
×)) Ñ Extp+q

Gv (M,Kv
×)
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which shows that

lim
ÊÏ
F

ExtrGal(Fw /Kv )(M,F×
w ) = ExtrGv (M,Kv

×) = Hr(Gv ,Md)
and this concludes the proof.
Conclusion. So assuming now that M is finite, we have the long exact sequence from thetriangle given by lemma 1.2.3 and by definition of CF,S :

· · · Ï ExtrGS (MD, ES) Ï ExtrGS (MD, IS) Ï ExtrGS (MD, CS) Ï · · ·

Recall that γ2 is the dual of H0(GS,M) Ï P0
S(K,M), which is mono, so it is epi, hence bythe previous lemmas we have an exact sequence

0 H0(GS,M) ∏
v∈S H0(Kv ,M) HomGS (MD, CS)

H1(GS,MD)∗ P1
S(K,M) H1(GS,M)

H2(GS,M) P2
S(K,M) H0(GS,MD)∗ 0

γ1 β1
β2 γ2

And for r ≥ 3 we have Hr(GS,M) ∼= ⨁
v

real
Hr(Gv ,M) So if K is a function field P0

S(K,M) =∏
v∈S H0(Kv ,M) and for theorem 1.2.14, part (b), HomGS (MD, CS)∧ ∼= H2(GS,MD)∗, and since

MD is finite H2(GS,MD)∗ is finite, hence HomGS (MD, CS) is complete, so we conclude. If Kis a number field, consider that exact sequence for the finite module MD:
H1(GS,M)∗ P1

S(K,MD)
H2(GS,MD) P2

S(K,MD) H0(GS,M)∗ 0
γ1
β2 γ2

and by dualizing it
H1(GS,M) P1

S(K,M)
H2(GS,MD)∗ P0

S(K,M) H0(GS,M) 0
β1

γ0 β0
So we conclude.
Corollary 1.3.7. There is a canonical perfect pairing of finite groups

X1
S(K,M) × X2

S(K,MD) Ï Q/Z

In particular X2
S(K,M) is finite.
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Proof. By definition X2

S(K,MD) = ker(β2 : H2(GS,MD) Ï P2
S(K,MD)), so since we have

β2(K,MD)∗ = γ0(K,M) So by the main theorem:
X2

S(K,MD)∗ = coker(γ0) ∼= ker(β1) = X1
S(K,MD)

Corollary 1.3.8. With the same hypothesis of the theorem, if S is finite then Hr(GS,M)
is finite.

Proof. PrS(K,M) is finite in this case because if v ∈ Sf then Hr(Gv ,M) is finite for localTate duality, and if v ∈ S∞ Hr
T (Gv ,M) is finite since Gv is finite, so H0(GS,M) is finite, and

H1(GS,M) and H2(GS,M) are finite because X1
S(K,M) and X2

S(K,M) are.



Chapter 2

Proper Base Change

The aim of this chapter will be to prove the following theorem:
Theorem 2.0.1. Let X f−Ï Y be a proper morphism of schemes. Let Y ′ g−Ï Y be a morphism
of schemes. Set X′ = X ×Y Y ′ and consider the cartesian diagram

X′ X

Y ′ Y

g ′

f ′ f
g

Then for any F torsion sheaf on Xet the canonical morphism gives an isomorphism of
sheaves over Y ′

g∗Rpf∗F ∼= Rpf ′
∗g ′∗F

We notice that we have the following:
Corollary 2.0.2. Let X f−Ï S a proper morphism and F an abelian torsion sheaf over X,
and let s Ï S be a geometric point, Xs the fiber X ×S Spec(k(s)). Then, ∀ q ≥ 0 we have

(Rqf∗F )s ∼= Hq(Xs, F )
Proof. Take Y ′ = s

Corollary 2.0.3. Let (A,M, k) be a strictly local ring, S = Spec(A), X f−Ï S a proper
morphism, X0 the closed fiber of f (i.e. the fiber over the only closed point, i.e. X ×S
Spec(k)). Then ∀ q ≥ 0 we have

Hq(X,F ) ∼= Hq(X0, F )
Proof. Follows from the previous corollary and because (Rqf∗F )s̄ = Hq(X,F ) since A isstrictly local.
Proposition 2.0.4. Corollary 2.0.3 implies theorem 2.0.1

28
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Proof. Since being equal is a local property, we can suppose Y = Spec(A) and Y ′ = Spec(A′)affine, and by passing to the limit we can suppose Y ′ of finite type over Y .Consider y′ ∈ Y ′ a geometric point closed in g−1g(y′). Then the theorem is true if and onlyif (g∗Rpf∗F )ȳ′ ∼= (Rpf ′

∗g ′∗F )ȳ′We have
(g∗Rpf∗F )ȳ′ = (Rpf∗F ) ¯g(y′) = Hp(X ×Y Spec(Osh

Y,g(y′)), F )(Rpf ′
∗g ′∗F )ȳ′ = Hp(X ×Y Spec(Osh

Y ′,y′), F )
Applying corollary 2.0.3 to X ×Y Spec(Osh

Y,g(y′) Ï Spec(Osh
Y,g(y′) and X ×Y Spec(Osh

Y ′,y′ Ï
Spec(Osh

Y ′,y′ we have
Hp(X ×Y Spec(Osh

Y,g(y′)), F ) = Hp(X ×Y Spec(k(g(y′))), F )(Rpf ′
∗g ′∗F )ȳ′ = Hp(X ×Y Spec(k(y′)), F )

By hypothesis, k(y′) is algebraic over k(g(y′)) since it is closed in g−1g(y′), so k(y′) ∼=
k(g(y′))

So in the rest of the chapter I will prove corollary 2.0.3 only in the context where A isnoetherian: this will imply theorem 2.0.1 when Y and Y ′ are locally noetherian.
2.1 Step 1

Throughout this section, I will prove the proper base change for q = 0 or 1, and F = Z/nZ.For q = 0, the theorem follows from:
Proposition 2.1.1 (Zariski Connection Theorem). Let (A,m) be an henselian Noetherian
ring and S = Spec(A). Let X f−Ï S a proper morphism, X0 the closed fiber. Then we have
a bijection between the connected components of X and of X0
Proof. Since X and X0 are noetherian schemes, we have that the connected componentsare all and only the open and closed subsets, which are in bijection with the idempotentsof Γ(X,OX). So the goal is to show that the canonical map

IdemΓ(X,OX) Ï IdemΓ(X0,OX0)
is bijective.We have the following lemma:
Theorem. Let X Ï Y a proper morphism, Y a Noetherian scheme. Then ∀ F coherent
OX-modules Rpf∗F is a coherent OY -module

Proof. [GD61, III.3.2.1]
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It follows that Γ(X,OX) is a finite A-algebra.For all n one consider the formal completion of X with respect to m

Xn = X ×A Spec(A/mn+1)
In particular ˆΓ(X,OX) = Γ(X̂,OX̂) the m-adic completion.Recall that A is Henselian if and only if all finite A-algebras are finite products of local rings([Sta, Tag 04GG]), whose only idempotents are uples with 0 and 1, hence the canonical map

Idem(Γ(X,OX)) Ï Idem( ˆΓ(X,OX))
is bijective.We have again the following theorem:
Theorem. If X f−Ï Y is a proper morphism of Noetherian schemes Y ′ a closed subscheme
of Y , X′ = f−1Y ′ defined by the sheaf of OX-ideals J, Ŷ the formal completion of Y with
respect to Y ′, X̂ the formal completion of X with respect to X′, f̂ the natural map induced
on the completions, Fk = F/Jk+1F , F̂ the extension of F to X̂, then

• Rp f̂∗F̂ is a coherent OX̂ module.

• ∀ n there is a commutative diagram

R̂nf∗F Rn f̂∗(F̂ )
lim
ÎÉ k

Rnf∗Fk

φn

ρn

ψn

and ρn, φn and ψn are topological isomorphisms ∀ n

Proof. [GD61, III.4.1]
In particular the canonical map̂

Γ(X,OX) Ï lim
ÎÉ

Γ(Xk,OXk )
is an isomorphism, hence

Idem(Γ(X,OX)) Ï lim
ÎÉ

Idem(Γ(Xk,OXk ))
Is bijective. Since Xk and X0 have the same underlying topological space, we have that

Idem(Γ(Xk,OXk )) Ï Idem(Γ(X0,OX0))is bijective ∀ k, so we conclude.
In order to conclude for q = 1 and F = Z/nZ, recall that
H1(X,Z/nZ) = {n-torsors over X} = {finite Ãľtale coverings with group Z/nZ}

So the proof for q = 1 is given by
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Proposition 2.1.2. Let A be a local henselian noetherian ring, S = Spec(A). Let X f−Ï S a
proper morphism and X0 the closed fiber. Then the functor

FÃľ t(X) Ï FÃľ t(X0), U ↦Ï U ×S X0
Is an equivalence of categories.

Proof. Fully Faithfulness Let X Ï X and X′′ Ï X two finite Ãľtale coverings. Then any
X-morphism and any X0-morphism is determined by the graph

Γφ : X′ Ï X′ ×X X′′

Γφ0 : X′0 Ï X′0 ×X0 X′′0They are finite Ãľtale and a closed immersions, hence their image is an open and closedsubset, and by proposition 2.1.1 we conclude.
Essential Surjectivity Consider X′0 Ï X0 a finite Ãľtale covering, we need to lift it to X′ Ï Xfinite Ãľtale covering. We need two lemmas

Theorem. Let S be a scheme. Let S0 ⊆ S be a closed subscheme with the same
underlying topological space. The functor

X ↦Ï X0 = S0 ×S X

defines an equivalence of categories

{schemesXÃľtale over S} ↔ {schemesX0Ãľtale overS0}

Proof. [Sta, Tag 039R]
Theorem. Let (f, f0) : (X,X0) Ï (Y, Y0) be a morphism of thickenings. Assume f and f0
are locally of finite type and X = Y ×Y0 X0. Then f is finite if and only if f0 is finite

Proof. [Sta, Tag 09ZW]
We deduce that finite Ãľtale coverings do not depend on nilpotent elements, so X′0 extendsuniquely to a finite Ãľtale covering X′

k Ï Xk for all k ≥ 0. In particular we have a finiteÃľtale covering X′ Ï X over the formal completion of X along X0.We have Grothendieck’s Algebrizarion:
Theorem. Let A be a Noetherian ring complete with respect to an ideal I . Write
S = Spec(A) and Sn = Spec(A/In). Let X Ï S be a separated morphism of finite type.
For n ≥ 1 we set Xn = X ×S Sn. Suppose given a commutative diagram

X′1 X′2 X′3 ...

X1 X2 X3 ...i1 i2
of schemes with cartesian squares. Assume that
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(1) X′

n Ï Xn is a finite morphism, and
(2) X′1 Ï S1 is proper.

Then there exists a finite morphism of schemes X′ Ï X such that X′
n = X′ ×S Sn.

Moreover, X’ is proper over S.

Proof. [Sta] Lemma 29.25.2
So we deduce that X′ is the formal completion of a finite Ãľtale morphism X̄′ Ï X ×A
Spec(Â)By passage to limit ([Sta], Lemma 31.13.3) we can now restrict to the case when A is thehenselization of a Z-algebra of finite type. We have the functor

{A− alg.} Ï Set B ↦Ï {Finite Ãľtale coverings over X ×A Spec(B)}
This functor is locally of finite presentation: if Bi is a filtered inductive system of A-algebras and B = lim

ÊÏ
Bi, then

{FÃľ t(X ×A Spec(limÊÏ
Bi))} = {FÃľ t(lim

ÎÉ
X ×A Spec(Bi))} = lim

ÊÏ
{FÃľ t(X ×A Spec(Bi))}

We can apply Artin’s Approximation theorem:
Theorem. Let R be a field or an excellent DVR and let A be the henselization of an
R-algebra of finite type at a prime ideal, let m be a proper ideal of A and Â the m-
adic completion of A. Let F be a functor locally of finite presentation, then given any
ξ̄ ∈ F (Â) and any integer c, there is a ξ ∈ F (A) such that

ξ = ξ̄ (modmc)
i.e. they have the same image via the induced maps over F (A/mc)
Proof. [Art69], Theorem 1.12
So in our case, considering X̄′ ∈ FÃľ t(X ×A Spec(Â)) as before, there exists X′ ∈ FÃľ t(X)such that they coincide over Xk.

2.2 Reduction to simpler cases

2.2.1 Constructible Sheaves

Definition 2.2.1. An abelian sheaf F on XÃľ t is locally constant constructible (l.c.c) ifit is representable represented by a finite Ãľtale covering of X. Equivalently (see [Fu11,Proposition 5.8.1]), if F is locally constant with finite stalks, and so there exits a finite Ãľtalemorphism π : X′ Ï X such that π∗F is constant.
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Definition 2.2.2. An abelian sheaf F on XÃľ t is constructible if it verifies one of the followingequivalent conditions:

(i) There exists a finite surjective family of subschemes Xi such that FXi is l.c.c.
(ii) There exists a finite family of finite morphisms X′

i
pi−Ï X and constant sheaves definedby finite groups Ci over X′

i and a monomorphism
F ↣

∏
i
pi∗Ci

It is easy to see that constructible sheaves are an abelian category, and moreover if F isconstructible and F u−Ï G is a morphism of sheave, then Im(u) is constructible.
Lemma 2.2.3. Every torsion sheaf F is a filtered colimit of constructible sheaves.

Proof. Let j : U Ï X an Ãľtale scheme of finite type, ξ ∈ F (U) such that nξ = 0. It definesa morphism of sheaves
j!(Z/nZU ) Ï Fsuch that if s̄ is a geometric point where U is an Ãľtale neighborhood, then (j!(Z/nZU )s̄ =

Z/nZ and the morphism
Z/nZ Ï Fs̄ m ↦Ï mξs̄

j!(Z/nZU ) is constructible: j!(Z/nZU )j(U) = Z/nZU is represented by U
∐
U...

∐
U n times,and it is of course a finite Ãľtale covering of U , hence (Z/nZU )j(U) is l.c.c.On the other hand, since X is noetherian, it’s quasi-compact, and j(U) is open since j isÃľtale. So there is a finte family of open subschemes Ui of X such that X \ j(U) = ∪Ui, andsince open immersions are Ãľtale and j!(Z/nZU )|Ui = 0 by definition of j!, j!(Z/nZU )|Ui arel.c.c. represented by the empty set.So we have a finite surjective family of subscheme {j(U), Ui} such that j!(Z/nZU ) is locally

l.c.c., hence j!(Z/nZU ) is constructible, and in particular, the image is constructible. It isclear that
F = lim

ÊÏ
U

Im(j!(Z/nZ|U ))
where n and j depend on U

Definition 2.2.4. Let C be an abelian category and T : C Ï Ab a functor from C to theabelian groups. T is ÃľffaÃğable if ∀ A ∈ C, ∀ α ∈ T(A) there is an object M ∈ C and amonomorphism A↣M such that Tu(α) = 0
Lemma 2.2.5. The functors

Hp(Xet , _) : {Constructible sheaves} Ï Ab

are ÃľffaÃğable ∀ p ≥ 0
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Proof. It is enough to see that if F is costructible sheaf then it is a sheaf of Z/nZ-modulesfor some n by definition, so we can embed F ↣ G into an acyclic sheaf of Z/nZ-modules(e.g. the GodÃľment resolution ∏

x∈X ix∗Fx̄ , which is flasque). G is a torsion sheaf, so it is afiltered colimit of Gi constructible sheaves, so F ↣ Gi and since the cohomology commuteswith colimits, we have
Hp(XÃľ t , F ) ↠ lim

ÊÏ
Hp(XÃľ t , Gi) α ↦Ï 0

So ∀ α ∈ Hp(XÃľ t , F ) ∃ i such that h : F ↣ Gi is mono and
Hp(XÃľ t , F ) hp−Ï Hp(X,Gi) hp(α) = 0

We need now a technical lemma on ÃľffaÃğable cohomological functors in order toproceed:
Lemma 2.2.6. Let φ• : T• Ï T ′• a morphism of cohomological δ-functors C Ï Ab such
that Tq is effaÃğable ∀ q. Let E be a subclass of Ob(C) such that ∀ A ∈ C ∃ M ∈ E and a
monomorphism A↣M . Then TFAE:

(i) φq(A) is bijective ∀ q ≥ 0, A ∈ C

(ii) φ0(M) is bijective and φq(M) is surjective ∀ q > 0, M ∈ E

(iii) φ0(A) is bijective ∀ A ∈ C and T ′q is ÃľffaÃğable ∀q > 0
Proof. by inductionSo we can now prove the key proposition:
Proposition 2.2.7. Let X0 be a subscheme of X. Suppose that ∀ n ≥ 0 and for all X′ Ï X
finite over X the canonical map

Hp(X′
et ,Z/nZ) Ï Hp(X′0Ãľ t ,Z/nZ)

where X′0 = X′ ×X X0 is bijective for q = 0 and surjective for q > 0. Then for all F torsion
over X and ∀ q ≥ 0 the canonical map

Hp(X′
et , F ) Ï Hp(X′0Ãľ t , F )

is bijective.

Proof. By passage to limit it is enough to show it for F constructible. Consider, with thenotation of Lemma 9:
• C as the category of constructible sheaves,
• T• = H•(XÃľ t),
• T ′• = H•(X0Ãľ t),
• E as the category of constructible sheaf of the form ∏

pi∗Ci where pi : Xi Ï X isfinite and Ci is constant and finite.
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2.2.2 DÃľvissages and reduction to the case of curves

Definition 2.2.8. An elementary fibration is a morphism of schemes X Ï S such that itcan be prolonged to form a commutative diagram
X X̄ Y

S

i

f
f̄

j

g

Such that:
1. j is an open immersion dense and X = X̄ \ Y

2. f̄ is projective, smooth with irreducible fibers of dimension 1
3. g is finite Ãľtale with nonempty fibers
With this, one can split a proper morphism into elementary fibrations: consider f : X Ï

Y a proper morphism, using Chow’s Lemma we have
X X̄

S

f
π

f̄

with π birational projective, f̄ projective. Considering now PnS 99K P1
S given by the canonicalprojection [x0 : ... : xn] Ï [x0 : x1]This is defined outside the closed subset Y = Z(x0, x1) ∼= Pn−2, so if we consider P theblow-up of Pn on Y , we get a rational map φ : P Ï P1

S which extends the projections. Theblow-up morphism P Ï Pn has fibers of dimensions ≤ 1 and is locally isomorphic to Pn−1.In this way one can split a proper morphism into a chain
X = Xn

fn−Ï Xn−1 Ï ...X1 f1−Ï X0 = S

where all the fj have fibers of dimension ≤ 1. Hence if s̄ is a geometric point of X andassuming that the proper base change theorem holds for relative dimension 1, one has thatat every step
X(i)
s XOXi,s Xi+1
s Spec(OXi,s) Xi

fi

s̄

and since X(i)
s Ï Spec(OXi,s) is a proper S-scheme with relative dimension ≤ 1, hence thetheorem holds by assumption and rebuilding we have the theorem for X Ï S
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2.3 End of the proof

Using the previous reductions, we have reduce ourselves to consider X Ï S a proper S-scheme where S = Spec(A) with A a noetherian strictly henselian ring with residue field
k, X0 the closed fiber with dimension ≤ 1 and n ≥ 1, we need to prove that the canonicalmorphism

Hq(X,Z/nZ) Ï Hq(X0,Z/nZ)is bijective for q = 0 and surjective for q ≥ 1.The case with q = 0 and 1 has already been seen, and one has thet Hq(X0,Z/nZ) = 0 for
q ≥ 3 since X0 = X ×S Spec(k) is a proper curve over a separably closed field. So we needto prove it for q = 2 and WLOG we can suppose n = ℓr for some prime number ℓ
2.3.1 Proof for ℓ = charkWe can consider Artin-Schreier exact sequence and we obtain the long exact sequence incohomology

H1
Zar(X0,OX0) (F−id)1−−−−Ï H1

Zar(X0,OX0) Ï H2Ãľ t(X0,Z/pZ) Ï H2
Zar(X0,OX0)We have that:

Theorem. Let π : X Ï Y be a proper morphism of schemes , Y locally Noetherian, y ∈ Y
and dim(Xy) = d. Then for any coherent OX-modules F

(Rqπ∗F )y = 0 q > d

Proof. [Sta, Tag 02V7]
We have that if π : X0 Ï Spec(k) is the canonical map, thenH2

Zar(X0,OX0) = R2π∗(OX0)y =0, hence
H1
Zar(X0,OX0) (F−id)1−−−−Ï H1

Zar(X0,OX0) Ï H2Ãľ t(X0,Z/pZ) Ï 0is exact.Recall that if k is the algebraic closure of the separably closed field k, then
k = lim

ÊÏ
ki

where ki/k are finite purely inseparable extensions. So X ×k Spec(ki) Ï X is a finitesurjective radiciel morphism, so
H i(X,F ) ∼= H i(X ×Spec(k) Spec(ki), F )

So we can suppose k algebraically closed.We need now a technical lemma:
Theorem. Let k be an algebraically closed field of characteristic p and V a finite-
dimensional k-vector space, F : V Ï V a Frobenius map, i.e. F (λv) = λpF (v) ∀ λ ∈
k, v ∈ V . Then F − id : V Ï V is surjective
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Proof. [Sta, Tag 0DV6]

Then using Grothendieck’s Coherency Theorem
Theorem. Let f : X Ï Y proper, Y noetherian, F a coherent OX-module. Then Rqf∗F is a
coherent OY -module.
In particular if Y = Spec(A), then since Rqf∗F = Hq(X,F )∼, so Hq(X,F ) is a finite A-
module.

Proof. [MO15, 7.7.2]
Combining this two results again on π : X0 Ï Spec(k), one has that (F−id)1 is surjective,so H2(X0,Z/pZ) = 0

2.3.2 Proof for ℓ ̸= char(k)
Using Kummer exact sequence one has the following commuative diagram

Pic(X) H2(X,Z/ℓrZ)
Pic(X0) H2(X0,Z/ℓrZ)

α

β

It can be shown that for all proper curves over a separably closed field the map β is surjective([AGV72, IX.4.7])So it is enough to show that
Proposition 2.3.1. Let S be the spectrum of an henselian ring, X and S-scheme and X0
the closed fiber. Then the canonical map Pic(X) Ï Pic(X0) is surjective

Proof. Since X0 is a curve, it is enough to prove that the canonical map Div(X) Ï Div(X0)is surjective.Every divisor on X0 is a linear combination of divisor with support in closed points. Soconsider x a closed point of X0, t0 ∈ OX0,x a regular non invertible element and D0 thedivisor of local equation t0. Consider an open neighborhood U ⊆ X of x and let t ∈ OU (U)a lifting of t0. Then consider Y the close subset of U defined by t = 0. Taking U smallenough, one can suppose that Y ∩ X0 = {x}. Then Y is quasi-fintie in x over S.Then by the characterizations of henselian local rings ([Sta, Tag 04GG]) Y = Y1 ∐
Y2 with

Y1 finite and Y2 ∩ X0 = ∅. And since X is separated over S, Y1 is closed in X since finite Ñproper.So by choosing U small enough, one can suppose Y = Y1, hence Y is closed in X. So onecan define a divisor D on X corresponding to Y and one have D|X\Y = 0 and D|U = div(t).Then D|X0 = D0.



38 CHAPTER 2. PROPER BASE CHANGE
2.4 Proper support

2.4.1 Extension by zero

Definition 2.4.1. Let A f−Ï B be a LEX additive functor between abelian categories. Wecan define the mapping cylinder of f as the following category C:
• Ob(C) are triplets (A,B, φ) such that A ∈ A, B ∈ B and φ ∈ HomB(B, fA)
• ξ : (A,B, φ) Ï (A′, B′, φ′) is given by ξA ∈ HomA(A,A′), ξB ∈ HomB(B,B′) such thatthe following diagram commutes:

B fA

B′ fA′

φ

ξB fξA
φ′

It is immediate to see that C is abelian and
(A′, B′, φ′) Ï (A,B, φ) Ï (A′′, B′′, φ′′)

is exact if and only if
A′ Ï A Ï A′′ B′ Ï B Ï B′′

are exact.
Definition 2.4.2. We can define functors:
j∗ : C Ï A (A,B, φ) ↦Ï A i∗ : C Ï B (A,B, φ) ↦Ï B
j∗ : A Ï C A ↦Ï (A, fA, id) i∗ : B Ï C B ↦Ï (0, B, 0)
j! : A Ï C A ↦Ï (A, 0, 0) i! : C Ï B (A,B, φ) ↦Ï ker(φ)
(i) It is trivial that j! ⊣ j∗ ⊣ j∗ and i∗ ⊣ i∗ ⊣ i!, just check on the Hom. In particular j∗ and i!are left exact.
(ii) By definition, j∗, j!, i∗ and i∗ are exact.
(iii) By definition, j∗ and i∗ are fully faithful.
(iv) By definition, i∗j∗ = f and i∗j! = i!j! = i!j∗ = j∗i∗ = 0
We need now a technical lemma:
Theorem. Consider abelian categories A, C′ and B and functors

A C′ B
j∗

j∗
i∗

i∗

such that:
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a) j∗ ⊣ j∗ and i∗ ⊣ i∗

b) j∗ and i∗ are exact

c) j∗ and i∗ are fully faithful

d) For C ∈ C′ we have j∗C = 0 if and only if C = i∗B for some B ∈ B

Then the functor f = i∗j∗ is left exact and additive, and the functor

C ↦Ï (j∗C, i∗C, i∗C i∗ε jC−−Ï i∗j∗j∗C = f j∗C)
is an equivalence between C′ and the mapping cylinder C of f

Proof. see [Tam12, 8.1.6]
Consider now the following situation: let X be a scheme and Y a closed subscheme,

U = X \ Y with the natural structure of open subscheme, let i : Y Ï X and j : U Ï X thecanonical immersions. We have
UÃľ t XÃľ t YÃľ tj∗

j∗
i∗

i∗

a) and b) are verified.It can be easily shown ([Tam12, 8.1.1]) that if f : Y Ï X is an immersion (i.e. a closedimmersion followed by an open immersion), then ε : f∗f∗ Ï Id is a natural isomorphism,hence f∗ is fully faithful. So c) is verified.It can also be easily shown ([Tam12, 8.1.2]) that i∗ induces an equivalence between YÃľ t andthe sheaf of XÃľ t vanishing outside Y , so since by definition j∗F = 0 if and only if F vanishesoutside Y , d) is verified. So we have proved that
Theorem 2.4.3. In the situation above, we have an equivalence of categories between
XÃľ t and the mapping cylinder of i∗j∗ given by

F ↦Ï (j∗F, i∗F, i∗F i∗ε jF−−Ï i∗j∗j∗F )
So by the previous construction we have an exact functor j! : UÃľ t Ï XÃľ t and a leftexact exact functor i! : XÃľ t Ï YÃľ t . In particular, since j∗j! = id and i∗j∗ = 0, we have thatif x̄ is a geometric point on X and F ∈ UÃľ t

(j!F )x̄ = {
Fx̄ if x ∈ U0 otherwise

j! is called extension by zero
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2.4.2 Cohomology with proper supportConsidering X a k-scheme of finite type with k algebraically closed, then one has a (notunique) Nagata compactifiation

X X̄

S

j

where X is a proper k-scheme of finite type and j is an open immersion. Then one candefine for any torsion sheaf F
H i
c(X,F ) := H i(X, j!F )This is independent from the choice of the compactifiation: if X1 and X2 are two compact-ifiations, then X1 ×X X2 is again a compactifiation and X1 ×X X2 Ï Xt is proper for t = 0, 1,so we have to check only the situation where we have a commutative diagram

X X̄2
X̄1

j2
j1 p

with p proper.
Lemma 2.4.4. p∗j2!F = j1!F and Rqp∗j2!F = 0 for q > 0
Proof. Equality holds if and only if it holds for every geometric point s̄, so one uses theproper base change for p

(p∗j2!F )s̄ ∼= H0((X2)s, j2!F ) ∼= {
Fs̄ if s ∈ X10 otherwise

andH i((X2)s̄, j2!F ) = 0 for i > 0 since j2 is an open immersion and the fibers are of dimension
≤ 1

This lemma says that in the derived categories we have Rp∗j2! = j1! and Rp∗j2!F = p∗j2!F ,so we conclude. In particular one can define for any separated morphism of finite typebetween Noetherian schemes X f−Ï Y a higher direct image with proper support considering
X̄ f̄−Ï Y proper and j : X Ï X̄ open, hence for any torsion sheaf F

Rpf!F := Rpf∗j!F
This follows directly from the proper base change:
Theorem 2.4.5. Let X f−Ï Y be a separated morphism of finite type of Noetherian schemes.
Let Y ′ g−Ï Y be a morphism of schemes. Set X′ = X ×Y Y ′ and consider the cartesian
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diagram

X′ X

Y ′ Y

g ′

f ′ f
g

Then for any F torsion sheaf on Xet one has an isomorphism of Y ′-sheaves

g∗Rpf!F ∼= Rpf ′!g ′∗F

Proof. Just apply the proper base change on X̄ and j!F
Remark 2.4.6. One can define the direct image with compact support even for non torsionsheaves, but in this case we will need to fix a compactifiation. In the next chapter, this willbe done considering a totally imaginary number field K, then Spec(OK) Ï Spec(Z) is finite,hence proper. So consider f : U ↪Ï Spec(OK) an open, for every sheaf F on U we define

Hr
c (U,F ) = Hr(X, j!F )

This will allow us to generalize results given on torsion sheaves.
2.4.3 Applications

Theorem 2.4.7. Let f : X Ï S be a separated morphism of finite type of relative dimen-
sion ≤ n1 and F a torsion sheaf on X. Then Rqf!F = 0 for all q > 2n
Proof. Take ȳ a geometric point of Y . Then for the previous theorem we have:

(Rpf!F )ȳ = Hq
c (Xy , FXy )Hence it is enough to prove that for X Ï Spec(k) separated of finite type of dimension nwith k separably closed, Hq

c (X,F ) = 0 for q > 2n. Use induction on n: if dim(n) = 0, it’strue since Γ(X, _) is exact. So suppose dim(X) ≥ 1. We have that dim(X \ Xred) = 0, so itis enough to prove it for X reduced. If an irrdeducible component D has dimension < n,then for the exact sequence 0 Ï FD Ï F Ï FX\D Ï 0we can suppose X of pure dimension n. Take η1 · · · ηm be the generic points and take
ti ∈ k(ηi) transcendent over k. Take Ui an disjoint open affine irreducible neighborhood of
ηi such that ti ∈ OX(Ui), hence we have a morphism T ↦Ï ti which gives a morphism

Ui Ï A1
kSince the set {x ∈ X : OX,x is flat over k[T]} is open ([Fu11, 1.5.8]), we can consider Ui flatover A1

k. Hence we have for all closed points y ∈ A1
k and x ∈ Ui who lies above y

dimKr(OUi,x ⊗OA1
k,y
k(y)) = dimKr(OUi,x) − dimKr(OA1

k,y) ≤ n − 1
1i.e. for all geometric points s of S dim(Xs) ≤ n
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so the fibers above closed points have dimension ≤ n− 1. So if U = ∩Ui

f−Ï A1
k, we have byinduction hypothesis

Rpf!F|U = 0 if q > 2(n − 1)We have by [AGV72, IX,5] that for all torsion sheaves G over A1
k we have

Hp
c (A1

k, G) = Hp(P1
k, [1 : _]!G) = 0 if p > 2

So by the spectral sequence
Hp(A1, Rqf!F ) Ñ Hp+q

c (U,F )
we get that Hq

c (U,F ) = 0 for q > 2n.By construction, dim(X \ U) ≤ n − 1 since U contains all the generic points. So again byinduction hypothesis
Hq
c (X \U,F|X\U ) = 0 if q > 2(n − 1)Hence we conclude by the long exact sequence

Ï H i
c(U,F ) Ï H i

c(X,F ) Ï H i(X \U,F ) Ï ...

Theorem 2.4.8. Let f : X Ï S be a separated morphism f finite type and F a constructible
sheaf on X. Then Rqf!F = 0 is constructible

Proof. [Del, Arcata IV 6.2]
Theorem 2.4.9 (Projection formula). Let f : X Ï Y be a compactifiable morphism, letΛ be a torsion ring. Then for any K ∈ D−(X,Λ) and L ∈ D(Y,Λ) we have a canonical
isomorphism

L ⊗LΛ Rf!K ∼= Rf!(f∗L ⊗LΛ K)
Proof. Let X j−Ï X f̄−Ï Y the compactification, so Rf! = Rf̄∗j!. Let M• a complex of sheaves ofΛ-modules on X and N• a complex of sheaves of Λ-modules on X. Then using the mappingcylinder we have N = (j∗N, i∗N,φ) and

j!(j∗N ⊗Λ M) ∼= (j∗N ⊗Λ M, 0, 0) ∼= N ⊗ j!M
So if M• is a complex of flat modules quasi isomorphic to K• and N• is quasi isomorphicto f̄∗L•, the isomorphism gives a quasi isomorphism

j!(j∗f̄∗L ⊗LΛ K) ∼= f̄∗L ⊗L j!K
Hence, since

Rf!(f∗L ⊗LΛ K) = Rf̄∗j!(j∗f̄∗L ⊗LΛ K) = Rf̄∗(f̄∗L ⊗LΛ j!K)it is enough to prove that the canonical morphism induced by the adjunction L Ï f̄∗f̄∗L

L ⊗LΛ Rf̄∗j!K Ï Rf̄∗(f̄∗L ⊗LΛ j!K)
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is an isomorphism. Let s Ï Y be a geometric point of Y and f̄s : Xs Ï s be the base change.For the proper base change we get

(L ⊗LΛ Rf̄∗j!K)s ∼= Ls ⊗LΛ Rf̄s∗(j!K)Xs(Rf̄∗(f̄∗L ⊗LΛ j!K))s ∼= Rf̄s∗(f̄∗L ⊗LΛ j!K)Xs



Chapter 3

Geometry: PoincarÃľ duality

3.1 Trace maps

Fix a base scheme S and n invertible on S. Then we define for all d and any sheaf F of
Z/nZ-modules:

Z/nZ(d) =
⎧⎪⎨⎪⎩
µ⊗d
n if d > 0

Z/nZ if d = 0
Hom(µ⊗−d

n ,Z/nZ) if d < 0 F (d) = Z/nZ(d) ⊗ F

Let f : X Ï S be a smooth S-compactifiable morphism of relative dimension d. The aim ofthis section is to construct a canonical morphism
TrX/Y : R2df!f∗F (d) Ï F

If f is Ãľtale, then d = 0 and f! is left adjoint to f∗, hence we define Trf as the counit
Trf : f∗f!F Ï F . Let X be an integral proper smooth curve over an algebraically closedfield k. By theorem B.9.4 we have

H2(X,µn) ∼= Pic(X)n deg
∼−−Ï Z/nZ

Hence we get TrX/k : H2(X,Z/nZ(1)) Ï Z/nZ this morphism.If X is smooth irreducible over k algebraically closed, then if X is its compactification, X \Xhas dimension 0, hence it is a finite set of points, so H1(X \ X,µn) = H2(X \ X,µn) = 0, sofor the long exact sequence we get
H1
c (X,Z/nZ(1)) ∼= H1(X,Z/nZ(1))

and we define TrX/k to be the composition of this isomorphism and TrX/k.If X is smooth over k algebraically closed, then the irreducible components X1...Xmare theconnected components, hence
H2
c (X,Z/nZ(1)) ∼= ⊕H2

c (Xi,Z/nZ(1))
44
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and we define TrX/k := ⊕TrXi/k.Consider now, f : X Ï Y Ãľtale and Y/k a smooth curve over k alg closed. Since f∗µn,Y =
µn,X , the counit gives a morphism µn,Y Ï f!µn,X

SX/Y : H2
c (X,µn,X) ∼= H2

c (Y, f!µn,X) Ï H2
c (Y,µn,Y )

Lemma 3.1.1. In the situation above, we have TrX/k = TrY/kSX/Y

Sketch of proof. (see [Fu11, 8.2.1]) Consider the morphism on the compactification f̄ defindeby
X Y

X Y

f̄

jX

f
jY

It is finite and flat, so f̄∗OX is locally free of finite type over OY . Consider V such that (f̄∗OX)|Vis free, then for all s ∈ f̄∗OX(V ) we have an endomorphism induced by the multiplication by
s, hence we have a morphism

s ↦Ï det(s) : f̄∗OX(V ) Ï OY (V )Hence we have a morphism of sheaves
det : f̄∗O×

X Ï O×
Ywhich induces a morphism of Ãľtale sheaves

det : f̄∗GmX Ï GmYAnd since f̄∗ is finite, it is exact, so we have a commutative diagram
0 µn,Y f̄∗GmX f̄∗GmX 0
0 µn,Y GmY GmY 0

n

det det
n

We define TrX/Y to be the map on the kernel. In fact, we have that if ȳ is a geometric pointof Y , then (f∗µn)ȳ = ⨁
x∈Xy

Γ(Spec(Osh
X,x̄),µn)

So for any (λx) ∈ (f∗µn)y
TrX/Y ((λx)) = ∏

λnxxwith nx = rankOshY,ȳ
(Osh

X,x̄) Then we have a commutative diagram
jY! f!µn f̄∗jY! µn f̄∗µn

jY! µn µn

∼

jY! TrX/Y
f̄∗(TrX/X)

TrX/Y
TrY/Y
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Which gives a commutative diagram

H2
c (X,µn) H2(X,µn)

H2
c (Y,µn) H2(Y,µn)

SX/Y

∼

SX/Y

∼

Hence it is enough to prove that TrX/k = TrY/kSX/Y , but by definition and Kummer theory
Pic(X) H2(X,µn) 0
Pic(Y ) H2(Y,µn) 0det SX/Y

So it is enough to prove that the following diagram commutes
Pic(X)

Z

Pic(Y )

deg

det
deg

And this follows form the fact that if L ∈ Pic(X), then as a Cartier divisor it is L = (si, f−1Vi)with {Vi} and open cover of Y . Then det(L) = (det(si), Vi), and the assertion follows bythe fact that for any closed point y and any s ∈ K(X)×, we have
vy(det(s)) = ∑

x∈Xy

vx(s)
and the theorem comes from the base change Spec(ÔY,y) Ï Y and for the fact that

vy(det(s)) = vy(NKsh(X)/{Ksh(Y )(s)) = [k(x) : k(y)]vx(s) = vx(s)and since Osh
Y,y is strictly henselian [k(x) : k(y)] = 1.

Definition 3.1.2. Let now X be any scheme. For a line bundle L ∈ Pic(X), denote c1(L)its image through the map given by Kummer
Pic(X) ↠ H2(X,µn)And for any f : X Ï Y denote c1X/Y (L) the image under the canonical morphism given bythe spectral sequence

H2(X,µn) Ï Γ(Y,R2f∗µn)which induces by adjunction a unique morphism
H2(X,µn)Y Ï R2f∗µnWhere H2(X,µn)Y is the constant sheaf associated to the abelian group H2(X,µn)
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Proposition 3.1.3. Let f : P1

Y Ï Y be the projection, Y any scheme, then the morphism
defined by 1 ↦Ï c1X/Y (OP1

Y
(1)) : Z/nZ Ï R2f∗µn

Proof. By proper base change, it is enough to prove it for Y = Spec(k) with k algebraicallyclosed. Hence here we have the isomorphism
c̄1 : Pic(P1

k)/nPic(P1
k) ∼= H2(P1

k,µn)And deg gives the isomorphism
Pic(P1

k)/nPic(P1
k) Ï Z/nZ

So the lemma comes from the fact that deg(OP1
k

= 1 (it is the hyperplane bundle)
Define TrP1

Y /Y an the inverse of this isomorphism. Consider now f : A1
Y Ï Y theprojection and j : A1

Y Ï P1
k the compactification, then we have TrA1/Y : R2f!µn Ï µn as thecomposition of

R2f!µn,A1
k

= R2f̄∗j!µn,A1
k

R2 f̄∗TrA1
k/P

1
k−−−−−−−Ï R2f̄∗µn,P1

k

TrP1
Y /Y−−−−Ï Z/nZ

Consider now g : X Ï Y and h : Y Ï Z smooth compactifiable morphisms of relative di-mension d and e respectively. Then f = hg is smooth compactificable of relative dimension
d + e. Suppose that we have defined:

Trg : R2dg!Z/nZ(d) Ï Z/nZ Trh : R2eh!Z/nZ(e) Ï Z/nZ

So since for proper base change f!, g! and h! have finite cohomological dimension overtorsion sheaves, they define in the derived category:
Trg : Rg!Z/nZ(d)[2d] Ï Z/nZTrh : Rh!Z/nZ(e)[2e] Ï Z/nZ

And since Z/nZ(d + e) = Z/nZ(d) ⊗L
Z/nZ g∗Z/nZ(e), by the projection formula proposi-tion C.7.8:

Rg!(Z/nZ(d) ⊗L
Z/nZ g∗Z/nZ(e)) ∼= Rḡ∗(j!Z/nZ(d) ⊗L

Z/nZ j!j∗ḡ∗Z/nZ(e)) = Rg!Z/nZ(d) ⊗Z/nZ(e))
So we can consider

Rf!(Z/nZ(d + e)[2(d + e)]) ∼= Rh!(Rg!Z/nZ(d)[2d] ⊗L
Z/nZ Z/nZ(e)[2e]) Trg−−Ï

Rh!(Z/nZ ⊗L
Z/nZ Z/nZ(e)[2e]) Trh−−Ï Z/nZ

Hence this define a map
Trf : R2(d+e)f!(Z/nZ(d + e)) Ï Z/nZ

And we denote this way of composing traces as
TrX/Z = TrY/Z ⋄ TrX/Y
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So since AnY := AnZ ×Z Y = A1

An−1
Y

, we can define TrAnY /Y considering the dÃľvissage:
AnY Ï An−1

Y · · ·A1
Y Ï Y

where the maps are induced by the inclusions
Z[t1 · · · td−1] Ï Z[t1 · · · td]

and since TrA1
Y /Y has already been constructed, by composition

TrAnY /Y = TrA1
An−1 /An−1

Y
⋄ · · · ⋄ TrA1

Y /YSo if f factorizes as
X Y

AnY

f

f̃

with f̃ Ãľtale, we have defined Trf , and it can be shown ([Fu11, Lemma 8.2.3]) that it isindependent from the factorization.Finall, if f : X Ï Y is smooth of relative dimension d, then there is an open cover Ua of Xsuch that
Ua Y

AnUa

f|Ua

f̃a

and there is the exact sequence of sheaves
0 Ï Hom(R2d(f )!F,Z/nZ) ÏÏ

∏ Hom(R2d(fUa )!F,Z/nZ) Ï
∏ Hom(R2d(fUa∩Ub )!F,Z/nZ)

So Trf is well defined for all smooth f using the glueing property for sheaves.
3.2 PoincarÃľ duality of curves

3.2.1 Algebraically closed fields

Definition 3.2.1. Let Λ be a ring, X a compactifiable S-scheme of Krull dimension N , X isits compactification and j : X Ï X is the open immersion. Then we have the exact functor
j! : Sh(X,Λ) Ï Sh(X,Λ), since for all F we have by definition H i

c(X,F ) = ExtiX(AX, j!F ). Sofor all F,G ∈ Sh(X,Λ), we can define as in definition C.5.8 a cup product pairing
H i
c(X,F ) × Ext2N−i

X (F,G) Ï H2N
c (X,G)

Lemma 3.2.2. If X is a Noetherian scheme, Λ a ring such that Λ is injective as a Λ-
module, F a locally constant sheaf, then Extq(F,Λ) = 0 for q > 0
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Proof. Since being zero is a local property, we may assume F constant associated to aΛ-module M . Consider a free resolution L• Ï M and denote also Li the constant sheafassociated. Then for all N and all geometric points x̄

(Hom(Li, N))x̄ = lim
ÊÏ
x∈U

HomSh(X,Λ)(Li, NU ) = lim
ÊÏ
x∈U

HomΛ)(Li, N(U)) = HomΛ(Li, Nx)
Hence since if N Ï I• is an injective resolution of sheaves, Nx Ï Ix is an injective resolutionof Λ-modules, so

(RHom(Li, N))x = Hom(Li, I•)x ∼= HomΛ(Li, I•
x) = RHomΛ(Li, N)

But Li is free, so RHomΛ(Li, Nx) = HomΛ(Li, Nx), hence Extq(Li, N) = 0, so RHom(F,N) =
Hom(L•, N).Hence, in our case RHom(F,Λ) = Hom(L•,Λ), and since they are both constant RHom(L•,Λ) =
RHomΛ(L•,Λ) = HomΛ(L•,Λ) since Λ is Λ-injective by hypothesis, so Extq(F,Λ) = 0 for
q > 0
Remark 3.2.3. Let X be a smooth curve over an algebraically closed field k, if F is locallyconstant then _ ⊗L F ⊣ RHom(F, _), so we have that if F is lcc and G is injective:

Extq(Λ,Hom(F,G)) ∼= Extq(F,G)
hence if Λ is injective as Λ-module (e.g. Λ = Z/nZ) and G = µn, composing with the tracewe have

H i
c(X,F ) ×H2N−i(X,Hom(F,µn)) Ï H2N

c (X,G) Tr−Ï Z/nZSo the aim of the section is to prove that if N = 1 the pairing:
H i
c(X,F ) × Ext2−i

X (F,µn) Ï H2
c (X,µn) (Pairing 3.1)

is perfect. We need some dÃľvissage lemmas:
Lemma 3.2.4. Let X be a smooth curve on an algebraically closed field K, let π : X′ Ï X
be an Ãľtale map, let F ′ be a sheaf of Z/nZ-modules on X′. Then Pairing 3.1 relative to
F ′ is perfect on X′ if and only if it is perfect on X relative to π!F ′

Proof. Since π is Ãľtale, π! is exact. Let X and X′ be compactifiation of X and X′ respectively,such that jπ = π ′j ′ and π ′ is proper, so
Hr
c (X,π!F ′) = ExtrX(Z, (jπ)!F ′) = ExtrX(Z, π ′

∗j ′!F ′) = Hr
c (X′, F ′)

and ExtrX(π!F ′,µn) = ExtrX′(F ′,µn)
Lemma 3.2.5. Pairing 3.1 is perfect if F is skyscraper, i.e. has support in a finite closed
subset
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Proof. If F is skyscraper, then it is the direct sum of sheaves with support in one closedpoint, hence it is enough to consider the case when F = i∗M where i : Spec(k) Ï X and Mis a finite Z/mZ-module.Since X is integral and smooth, consider the Nagata closure X ↪Ï X, then X is proper. Soconsider X ↪Ï X̃ its normalization, and since X is proper, X̃ is an integral proper smoothcurve, hence smooth and projective ([Sta, 0A27]). So we have an open immersion

X ↪Ï X̃

with X̃ projective, so by lemma 3.2.4 we can suppose X an integral projective smooth curve,hence TrX/k : H2(X,µn) Ï Z/nZ is an isomorphism.So since i∗ is exact:
Hr(X, i∗M) ∼= Hr(Spec(k),M) = {

M if r = 00 otherwise
and one can see ([Fu11, 8.3.6]) that Ri!F = F (−1)[−2] for any constant sheaf F , so:

Ext2−r(i∗M,µn) ∼= HomD(X,Z/nZ)(i∗M,µn[2 − r]) ∼= HomD(Z/nZ)(M,Ri!Z/nZ(1)[2 − r])
∼= HomD(Z/nZ)(M,Z/nZ(1)[−r])) = {Hom(M,Z/nZ) if r = 00 otherwise

Recall that the pairing
M × Hom(M,Z/nZ) Ï Z/nZis perfect for Pontryagin duality since M is finite. So the pairing

H0(x,M) × Ext2(M,Ri!µn) Ï H2(x,Ri!µn) ∼= H2(X, i∗Ri!µn) ∼= H2
x(X,µn)is perfect. Then since X \ {x} is affine, H2(X \ {x},µn) = 0, so the canonical morphism

H2
x(X,µn) Ï H2(X,µn)is epi, and since they are both free of rank 1, it is an isomorphism, so the pairing isperfect.

Lemma 3.2.6. Pairing 3.1 is perfect if F = Z/nZ.

Proof. It is again possible to suppose X irreducible with a smooth projective closure j : X Ï Xand a closed immersion i : X \ X Ï X with X \ X finite. Then it is enough to show that
Hr(X, j!Z/nZ) × Ext2(j!Z/nZ,µn) Ï Z/nZ

is perfect. Since j∗Z/nZ = Z/nZX and i∗Z/nZ = Z/nZX\X , we have an exact sequence
0 Ï j!Z/nZ Ï Z/nZ Ï i∗Z/nZ Ï 0

So for any Z/nZ-module consider the dual
MD := Hom(M,Z/nZ)
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Since Z/nZ is injective, (_)D is exact. So the pairing induces a morphism of long exactsequences
· · · Hr(X, j!Z/nZ) Hr(X,Z/nZ) Hr(X, i∗Z/nZ) · · ·

· · · Ext2−r(j!Z/nZ,µn)D Ext2−r(Z/nZ,µn)D Ext2−r(i∗Z/nZ,µn)D · · ·

(1) (2) (3)

So by the previous lemma (3) is an isomorphism since i∗Z/nZ has finite support, so it isenough to show that (2) is an isomorphism, hence we are reduced to the case where X isprojective.Since Ext2−r(Z/nZ,µn) = H2−r(X,µn), we have that [Del, Arcata 3.5]
Ext2−r(Z/nZ,µn) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Z/nZ if r = 0
Pic0(X)n ∼= (Z/nZ)2g if r = 1
µn

∼= Z/nZ if r = 20 otherwise
So they have the same number of elements, hence it is enough to show that 2 is injectiveThe pairing for r = 0 is given by (φ, ψ) ↦Ï ψφ in

HomD(X,Z/nZ)(Z/nZ,Z/nZ) × HomD(X,Z/nZ)(Z/nZ,µn[2]) Ï HomD(X,Z/nZ)(Z/nZ,µn[2])
So if ψ ∈ Ker(2), then, for any φ, ψφ = 0, hence ψ = 0, so for r = 0 (2) is an iso, and thesame argument works for r = 2 on φ choosing an isomorphism µn

∼= Z/nZ.So it remains r = 1. For any α ∈ H1(X,Z/nZ) consider the associated torsor π : X′ Ï X,with π Galois and finite Ãľtale. Then the image of α into H1(X′,Z/nZ) is zero, hence
α ∈ Ker(H1(X,Z/nZ) Ï H1(X,π∗Z/nZ))

and since π is surjective, Z/nZ Ï π∗Z/nZ is injective, hence if F is the cokernel we havean exact sequence 0 Ï Z/nZ Ï π∗Z/nZ Ï F Ï 0which induces a morphism of long exact sequences
Hr(X,Z/nZ) Hr(X,π∗Z/nZ) Hr(X,F ) · · ·

Ext2−r(Z/nZ,µn)∗ Ext2−r(π∗Z/nZ,µn)∗ Ext2−r(F,µn)∗ · · ·

v

a b c

∂

∂′

We have already shown that a0 is an iso, hence for lemma 3.2.4 b0 is also an iso.Notice that α ∈ Ker(v1) = Im(∂0), so if a1(α) = 0, there is a lift β such that ∂′0c0(β) = 0, sothere is γ ∈ H0(X,π∗Z/nZ) such that c0v0(γ) = c0(β). So to conclude we need to show that
c0 is mono, since if β = v0(γ), then α = 0.Since π is finite Ãľtale, π∗Z/nZ is lcc, so F is lcc. It can be shown [Fu11, 5.8.1] that there is
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a surjective finite Ãľtale morphism π ′ : X′′ Ï X such that π ′∗F is constant, and since every
Z/nZ-module of finite type admits an injection into a free Z/nZ-module, consider a mono
π ′∗F Ï L. Hence since π is surjective F Ï π ′

∗π ′∗F is mono, hence for some G there is anexact sequence 0 Ï F Ï π ′
∗Lwhich induces a commutative diagram

0 H0(X,F ) H0(X,π ′
∗L)

Ext2(F,µn)∗ Ext2(π ′
∗L,µn)∗

c0 (⋆)

So by lemma 3.2.4, (⋆) is an isomorphism, hence we conclude.
Theorem 3.2.7. Pairing 3.1 is perfect for any constructible sheaf F

Proof. It can be shown [Fu11, 5.8.5] that there exists an Ãľtale morphism of finite type
f : U Ï X such that f!Z/nZ Ï F is surjective, let G be its kernel, which is again constructible.Then we have a morphism of long exact sequences

· · · Extr(F,µn) Extr(f!Z/nZ,µn) Extr(G,µn) · · ·

· · · H2−r
c (X,F )∗ H2−r

c (X, f!Z/nZ)∗ H2−r
c (X,G)∗ · · ·

(1) (2) (3)

For lemma 3.2.4 and 3.2.6 (2) is an iso for any r. So for r = 0 (1) is an mono. This is truefor any constructible sheaf, so for r = 0, (3) is a mono, so (1) is an iso. This is true for anyconstructible sheaf, so for r = 0, (3) is an iso. We conclude applying the same argumentfor all r
Corollary 3.2.8 (PoincarÃľ Duality for curves). With F locally constant constructible, let
FD = Hom(F,µn) we have a perfect pairing

H i
c(X,F ) ×H2N−i(X,FD) Ï Z/nZ

Lemma 3.2.9. Let X be a regular scheme of pure dimension 1, j : U ↪Ï X an open
immersion, Λ a Noetherian ring with nΛ = 0 and such that Λ is an injective Λ-module.
Then for every F lcc on U

Hom(j∗F,Λ) = j∗Hom(F,Λ)
and for every q > 0

Extq(j∗F,Λ) = 0
Proof. [Fu11]
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Theorem 3.2.10. Let X be a smooth curve over an algebraically closed field, j : U ↪Ï X a
dominant open immersion, F a locally constant constructible sheaf of Z/nZ-modules on
U , FD = Hom(F,µn). Then we have a perfect pairing

H i
c(X, j∗F ) ×H2N−i(X, j∗FD) Ï Z/nZ

Proof. By the previous lemma the spectral sequence
Hp(X,Extq(j∗F,Z/nZ)) Ñ Extp+q(j∗F,Z/nZ)

degenerates in degree 2 and
Hom(j∗F,Z/nZ) ∼= j∗FDSo Extp(j∗F,Z/nZ) = Hp(X, j∗FD) and the result follows from corollary 3.2.8 applied to

j∗F

3.2.2 Finite fieldsLet now k be a finite field of characteristic p, X a smooth curve over k.Recall that for any Galois covering Y π−Ï X with Galois group G, the Ext spectral sequencegives a quasi isomorphism
RΓ(X,F ) ∼= RΓ(G,RΓ(Y, π∗F ))

In particular, if we consider the separable (hence, algebraic) closure k of k, the normalization
X Ï X is a Galois covering with Galois group Gk ∼= Ẑ. Hence we have a spectral sequence

Hp(Ẑ, Hq(X,F ) Ñ Hp+q(X,F )
So if F is constructible Hq(X,F ) is finite and we have that if M is a finite Gk-module, wehave that if ℘ = Fr − id, where Fr is the Frobenius who generates Gk, then

Hr(Gk,M) =
⎧⎪⎨⎪⎩
℘M = Ker(℘) if r = 0
M℘ = CoKer(℘) if r = 10 otherwise

So if F is constructible the spectral sequence is a two-columns, hence we have exact se-quences 0 Ï H1(Gk, Hn−1(X,π∗F )) Ï Hn(X,F ) Ï H0(Gk, Hn(X,π∗F )) Ï 0And by replacing X with its Nagata compactifiation and F by j!F we have the same forcompact supported:
0 Ï H1(Gk, Hn−1

c (X,π∗F )) Ï Hn
c (X,F ) Ï H0(Gk, Hn

c (X,π∗F )) Ï 0
So in particular, since H3

c (X,µn) = 0 we have an iso (H2
c (X,µn))℘ ∼= H3

c (X,µn), but since
H2
c (X,µn) ∼= Pic(X)/nPic(X) deg−−Ï Z/nZ
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And the Frobenius does not change the degree of a divisor, in this case Fr = Id and(H2

c (X,µn))℘ ∼= H2
c (X,µn) = Z/nZ, hence

H3
c (X,µn) ∼= Z/nZ

So by dualizing and taking FD = Hom(F,µn) we have a morphism of short exact sequence
0 Hn−1

c (X,π∗F )℘ Hn
c (X,F ) Hn

c (X,π∗F )℘ 0
0 (℘H3−r(X(π∗FD)∗ H3−r(X,FD)∗ H2−r(X,π∗FD)℘)∗ 0(1) (2) (3)

So to prove that it is an isomorphism, we need to rove that (2) and (3) are.Considering Tate duality for finite fields (theorem 1.1.9): for any finite Gk-module M , if
M⋆ = Hom(M,Q/Z) we have an isomorphism of finite abelian groups:

(℘H3−r(X,π∗FD))⋆ ∼= (H3−r(X,π∗FD)⋆)℘and since FD is finite annihilated by n, this gives an isomorphism
(℘H3−r(X,π∗FD))∗ ∼= (H3−r(X,π∗FD)∗)℘Hence (1) is an isomorphism since it is the kernel of the isomorphism of PoincarÃľ duality.With the same idea, (3) is an isomorphism, hence we have

Theorem 3.2.11. If k is a finite field, X/k is a smooth curve, n is invertible on X, then for
any constructible sheaf F we have a perfect pairing

Hr
c (X,F ) × Ext3−r

X (F,µn) Ï H3
c (X,µn) ∼= Z/nZ

Corollary 3.2.12. If F is locally constant constructible, FD := Hom(F,µn) then we have

ExtrX(F,µn) ∼= Hr(X,FD)
So PoincarÃľ duality gives a perfect pairing

Hr
c (X,F ) ×H3−r(X,FD) Ï H3

c (X,µn) ∼= Z/nZ

Proof. Same as for algebraically closed field using lemma 3.2.2
Remark 3.2.13. If F is killed by n and F ′ is n-divisible, then if we take F ′ Ï I• an injectiveresolution of abelian groups, then mF ′ Ï I• is an injective resolution Z/mZ-modules of mF ′,since F ′/mF ′ ∼= F ′ and Ir is divisible by all n prime to n, hence

ExtrSh(Y,Z/nZ)(F,mF ′) ∼= Hr(HomSh(Y,Z/nZ)(F, I•)) ∼= Hr(HomSh(Y )(F, I•)) = Extr(F, F ′)
In particular, if F is killed by m, then

ExtrX(F,Gm) ∼= ExtrSh(X,Z/nZ)(F,µn)So in the following chapters we will consider Gm as a dualizing sheaf for generalize this.



Chapter 4

Arithmetics: Artin-Verdier duality

4.1 Local Artin-Verdier duality

Let’s keep the notation from Section B.12 From now on, O would be an henselian DVR withfinite residue fieldRecall that if X = Spec(O), then for all Ãľtale sheaves F
Hp(X,F ) = ExtpSO

(Z, F )Since ΓO(F ) = HomAb(Z,ΓO(F )) = HomShAb(Xet )(ZX, F ) = HomSO (Z, F ).We can define by the same idea the cohomology with support in the closed point:
Hp
x (X,F ) = ExtpSO

(i∗Z, F )
Proposition 4.1.1. The cohomology of j∗GmK on X is computed as follows

Hp(X, j∗GmK) = Hp(GK, K∗) =
⎧⎪⎨⎪⎩
K∗ if p = 0
Q/Z if p = 20 otherwise

Proof. Since ΓSK = ΓSO j∗, we have a spectral sequence
Hp(X,Rq j∗F ) Ñ Hp+q(Spec(K), F )And since if F = GmK we have for remark B.12.1 Rq(j∗GmK) = 0 for q > 0, it degeneratesin degree 2, hence

Hp(X, j∗GmK) = Hp(Spec(K),GmK) = Hp(GK, K∗)
Proposition 4.1.2. For any N ∈ Sk we have

Hp(X, i∗N) = Hp
x (X, i∗N)

And the cohomology of i∗Z on X is computed as follows

Hp(X, i∗Z) = Hp
x (X, i∗Z) =

⎧⎪⎨⎪⎩
Z if p = 0
Q/Z if p = 20 otherwise

55
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Proof. Consider the short exact sequence:0 Ï j!Z Ï Z Ï i∗Z Ï 0We have that i∗ and j! are exact and preserve injectives, so RHomSO (j!Z, i∗N) = RHomSK (Z, j∗i∗N) =0. From the long exact sequence of RHom(_, i∗N) we get the first equality.Since i∗ is fully faithful, exact and preserves injectives, we have

RΓx(X, i∗Z) = RHomSO (i∗Z, i∗Z) ∼= RHomSk (Z,Z) = RΓ(x,Z)In particular Hq
x (X, i∗Z) = Hq(Gk,Z), which gives the result.

Proposition 4.1.3. Combining the previous results, we get

a)

Hp(X,GmO) = {
O∗ if p = 00 otherwise

b)

Hp
x (X,GmO) =

⎧⎪⎨⎪⎩
Z if p = 1
Q/Z if p = 30 otherwise

Proof. a) Apply proposition 4.1.1 and proposition 4.1.2 to0 Ï GmO Ï j∗GmK Ï i∗Z Ï 0in degree 0 we have K∗0 Ï Z, in degree 2 id : Q/Z Ï Q/Zb) Since by remark B.12.1 we have Rj∗Gm = j∗Gm, we have that HomD(SO)(i∗Z, j∗Gm) =HomD(SK)(j∗i∗Z,Gm) = 0, so by applying HomD(SO)(i∗Z, _) to the previous exact sequence,since i∗ is fully faithful, exact and preserves injectives we have an isomorphismExtpSk (Z,Z) ∼= Extp+1
SO

(i∗Z,GmO) = Hp+1
x (X,GmO)And we already computed Extp(Z,Z) = Hp(Gk,Z)

So we can now consider the pairingExtr(F,GmO) ×H3−r
x (X,F ) Ï H3

x(X,GmO) ∼−Ï Q/Z (⋆)given by the cup-product on the derived categoryHomD(SO)(F,GmO[r]) × HomD(SO)(i∗Z, F [3 − r]) Ï HomD(SO)(i∗Z,Gm[3])
f ∪ g ↦Ï f ◦ g [3 − r]and the maps

αi(X,F ) : Extr(F,Gm) Ï H3−r
x (X,F )∗where M∗ is the Pontryagin dual Hom(M,Q/Z).
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Definition 4.1.4. If X is a scheme of dimension 1, Λ a ring, then a sheaf F is constructible(resp. Λ-constructible) if there exists a dense open U such that:
(a) F is locally constant defined by a finite abelian group (resp. finitely generated Λ-module)
(b) for all x ̸∈ U , Fx̄ is a finite abelian group (resp. finitely generated Λ-module)

To see the equivalence with the definition given in Section 2.2.1, we have the following:
Proposition 4.1.5. If X is a Noetherian scheme, Λ a Noetherian ring F a sheaf, then F is
constructible (resp. Λ-constructible) if and only if for any irreducible closed subset Y of
X there is a nonempty open subset V of Y such that FV is locally constant constructible
(resp. locally constant Λ-constructible).

Proof. see [Fu11, Proposition 5.8.3]
Remark 4.1.6. By definition, if X is a trait, then F is constructible (resp. Z-constructible) ifand only if j∗F and i∗F are finite Galois modules (resp. of finite type).Let now p = char(K) (could be 0!)
Theorem 4.1.7 (Local Artin-Verdier Duality). If F is a Z-constructible sheaf without p-
torsion, then

(a) (i) α0(X,F ) defines an isomorphism

HomSO (F,Gm)∧ Ï H3
x(X,F )∗

(ii) Ext1SO (F,Gm) is finitely generated and α1(X,F ) defines an isomorphism

Ext1SO (F,Gm)∧ Ï H2
x(X,F )∗

(iii) For r ≥ 2 ExtrSO (F,Gm) are torsion of cofinite type (i.e. duals of groups of finite
type), and αr(X,F ) is an isomorphism

(b) If F is constructible such that pF = F , then (⋆) is a perfect pairing and and all the
groups involved are finite.

Proof. Consider the map
αr : Hr

x(X,F ) Ï Ext3−r(F,GmO)∗
In particular, αr is defined by a morphism of δ-functors Db(X,Z) Ï D(Ab)1

HomD(X,Z)(i∗Z[−r], _) Ï HomD(X,Z)(_,GmO[3 − r])∗
So if 0 Ï F1 Ï F2 Ï F3 Ï 0

1The dual passes to the derived category of abelian groups since Q/Z is divisible
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is an exact sequence and αrFi is an isomorphism for two of the elements of the exactsequence, then it is an isomorphism also on the third one by TR3 (see Chapter C). So sincefor all Ãľtale sheaves we have the exact sequence

0 Ï j!j∗F Ï F Ï i∗i∗F Ï 0
it is enough to prove the theorem for j!M and i∗N , with M ∈ SK and N ∈ Sk. We want toreduce to the case of Tate local duality:
i∗N Consider again the exact sequence

0 Ï GmO Ï j∗GmK Ï i∗Z Ï 0
so by the same idea as before, applying HomD(SO)(i∗N, _) we have

ExtpSk (N,Z) ∼= Extp+1
SO

(i∗N,GmO)
And again Hr

x(X,GmO) = Hr−1(Gk,Z), so the duality translates in Tate duality forthe finite field k:
Hr(Gk, N) × Ext2−r

Sk (N,Z) Ï H2(Gk,Z) = Q/Z

So Ext1SO (i∗N,Gm) is finitely generated and α̂1 : Ext1SO (i∗N,Gm)∧ Ï H2
x(X, i∗N)∗ isan isomorphism, α2 is an isomorphism of finite groups and α3 is an isomorphismof groups of cofinite type. For r > 3 the groups involved are all zero.

j!M Consider the exact sequence for the cohomology with support
Hr
x(X,F ) Ï Hr(X,F ) Ï Hr(GK, j∗F ) Ï

Then if F = j!M , we have that Γ(X, j!(_)) is the zero functor since again we havethe exact sequence
0 Ï j!M Ï Rj∗M Ï i∗i∗Rj∗M Ï 0

which induces in degree 0
0 Ï Γ(X, j!M) Ï MGK ∼−Ï (MGin )Gk

and j! is exact. If j! sends injectives to acyclics, we can derive and get RΓ(X, j!(_))) =0.To prove this, take I injective and consider the exact sequence
0 Ï j!I = (I, 0, 0) Ï j∗I = (I, τI, id) Ï i∗i∗j∗I = (0, τI, 0) Ï 0

It is an injective resolution of j!I since i∗, i∗ and j∗ preserves injectives, soExtq(Z, j!I) = 0 for q > 1 and applying Hom(Z, _) we get
0 Ï HomSO (Z, j!I) Ï HomSO (Z, j∗I) = IGK Ï HomSO (Z, i∗i∗j∗I) ∼= (IGI )Gk
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And since (IGI )Gk = IGK we have also Ext1(Z, j!I) = 0, hence j!I is acyclic.So we have that Hp

x (X, j!M) ∼= Hp−1(GK,M) Moreover, we have that j! ⊣ j∗ areexact, hence HomD(SO)(j!M,GmO) ∼= HomD(SK)(M,K∗)So we reduce to Tate duality for the henselian field K:
Hr(GK,M) × Ext2−r

GK (M,K×) Ï H2(GK, K∗) = Q/Z

So now HomSO (j!M,Gm) is finitely generated and α̂0 : HomSO (, j!M)∧ Ï H3
x(X, j!M)∗is an isomorphism, α1 is an isomorphism of finite groups and α2 is an isomor-phism of groups of cofinite type. For r > 2 the groups involved are all zero.

Hence, by using the exact sequence, we have for r ≥ 2
ExtrSO (j!j∗F,Gm) ExtrSO (F,Gm) ExtrSO (i∗i∗F,Gm)
H3−r
x (X, j!j∗F )∗ H3−r

x (X,F )∗ H3−r
x (X, i∗i∗F )∗

∼ ∼

So we deduce the result for r ≥ 2. For r = 1, since Ext1SO (i∗i∗F,Gm) is finite we have
Ext1SO (j!j∗F,Gm)∧ Ext1SO (F,Gm)∧ Ext1SO (i∗i∗F,Gm)
H2
x(X, j!j∗F )∗ H2

x(X,F )∗ H2
x(X, i∗i∗F )∗

∼ ∼

And finally for r = 0 we have
0 HomSO (F,Gm)∧ HomSO (i∗i∗F,Gm)∧
0 H3

x(X,F )∗ H3
x(X, i∗i∗F )∗

∼

And since for F constructible without p torsion all the groups involved in Tate duality arefinite, we are done.
Corollary 4.1.8. If F is lcc such that pF = F , then consider FD = Hom(F,Gm) the Cartier
dual, then we have a pairing

Hr
x(X,FD) ×H3−r

x (X,F ) Ï H3
x(X,Gm) ∼= Q/Z

Proof. Since we have
HomD(X)(Z, RHom(F,Gm)) ∼= HomD(X)(Z ⊗L F,Gm) = HomD(X)(F,Gm)
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We just need to show that RHom(F,Gm) = Hom(F,Gm)2.We have that, since the stalk is an exact functor,

RHom(F,Gm)x̄ = RHomZ(Fx̄, (Gm)x̄) = RHomZ(Fx̄,Oun×)and since Oun× is divisible by all the primes that divide Fx̄ , we have RHomZ(Fx̄,Oun×) =HomZ(Fx̄,Oun×).On the other hand,
RHom(F,Gm)η̄ = RHomZ(Fη̄, (Gm)η̄) = RHomZ(Fη̄, K×)and we conclude for the same reason as before.

4.2 Global Artin-Verdier duality: preliminaries

Notations:
• K will be a global field, K a fixed separable closure, GK its absolute Galois group,
SK = Sf ∪ S∞ the set of places.

• When K is a number field, X = Spec(OK), when K is a function field, k will be thefield of constants and X will be the unique connected integral proper smooth curveover k such that k(X) = K. The residue field at a nonarchimedean prime v will bedenoted as k(v).
• The generic point of X will be η = Spec(K) and the canonical inclusion will be g : η Ï
X

• U ⊆ X is an open subset and U0 ⊆ Sf is the set of places of K corresponding to theclosed points of U
• If v is an archimedean place, Kv will denote the completion of K at v, and if v isarchimedean, then Kv will be the fraction field of the Henselization of the local ring

OX,v . Gv will denote the Galois group of Kv , with a fixed embedding we identify Gv as asubgroup of GK We have a canonical map Spec(Kv) Ï η, and if v is nonarchimedeanwe have a base change diagram
Spec(Kv) η

Spec(Oh
v ) X

• If F is a sheaf on U ⊆ X, then Fv will denote the sheaf on Spec(Kv) obtained by thepull back on Spec(Kv) Ï η Ï X

• If v is a place and F is a sheaf on Spec(Kv), with corresponding Galois module M ,then we will denote
Hr(Kv , F ) := {

Ĥr(Gv ,M) if v is archimedean
Hr(Gv ,M) if v is finite

2i.e. that Extr(F,Gm) = 0 for all r ̸= 0
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4.2.1 Cohomology of Gm

Lemma 4.2.1. If g : η Ï X is the generic point, then Rsg∗Gm = 0 for all s > 0, i.e.
Rg∗Gm = g∗Gm

Proof. If x̄ is a geometric point whose image correspond to the nonarchimedean place v,by using the base change we defined above
(Rsg∗Gm)x̄ = Hs(η ×X Spec(Osh

v ), x̄′∗Gm) = Hs(Spec(Ksh
v ), x̄′∗Gm) = Hs(Iv , Kv

×) = 0, s > 0
and if x̄ is the geometric generic point,

(Rsg∗Gm)x̄ = Hs({1}, K×) = 0, s > 0
Proposition 4.2.2. Let U ⊆ X, S = SK \U0. Then

H0(U,Gm) = Γ(U,O×
U )

H1(U,Gm) = Pic(U)
and there is an exact sequence

0 Ï H2(U,Gm) Ï
⨁
v∈S

Br(Kv) Ï Q/Z Ï H3(U,Gm) Ï 0
And for r ≥ 4 Hr(U,Gm) ∼= ⨁

v realHr(Kv ,Gm)
Proof. We have the exact sequence as defined in theorem B.8.6:

0 Ï Gm Ï g∗Gm Ï DivU Ï 0
And by theorem B.8.11 we have H0 and H1.By the previous lemma, Hp(U, g∗Gm) = Hp(Spec(K),Gm) And by definition

Hr(U,DivU ) = ⨁
v∈U0 H

r(U, i∗Z) = ⨁
v∈U0 H

r(Spec(k(v)),Z)
Since Gk(v) = Ẑ, we have

Hr(Spec(k(v)),Z) =
⎧⎪⎨⎪⎩
Z if r = 0
Q/Z ∼= Br(Kv) if r = 20 otherwise

So the long exact sequence in cohomology gives
0 Ï H2(U,Gm) Ï Br(K) Ï

⨁
v∈U0 Br(Kv) Ï H3(U,Gm) Ï H3(K,Gm) Ï 0
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and for r ≥ 4 we have isomorphisms Hr(U,Gm) = Hr(Spec(OK,S),Gm) ∼= Hr(GS, K×

S ) =
Hr(K,Gm), and we conclude for r ≥ 4 using a generalization of theorem 1.3.4 to tori (see[Mil06, I, 4.21]Global class field theory provides an exact sequence

0 Ï Br(K) f−Ï
⨁
v∈SK

Br(Kv) ∑
invv−−−−Ï Q/Z Ï 0

So we have a pair of map
Br(K) f−Ï

⨁
v∈SK

Br(Kv) g−Ï
⨁
v∈U0 Br(Kv)

which induces the exact sequence
0 Ï Ker(f ) = H2(U,Gm) Ï Br(K) Ï Ker(g) = ⨁

v∈S
Br(Kv) Ï coker(f ) = Q/Z

Hence attaching it to the previous one we have the required exact sequence
Remark 4.2.3. If U is a proper subset, i.e. if S contains at least one nonarchimedian place,the map ⨁

v∈S
Br(Kv) Ï Q/Z

is epi, so the result of the proposition can be generalized as
0 Ï H2(U,Gm) Ï

⨁
v∈S

Br(Kv) Ï Q/Z

Hr(U,Gm) = ⨁
v∈S∞

Hr(Kv ,Gm), r ≥ 3
and recall that Hr(Kv ,Gm) = 0 if r is odd.
4.2.2 Compact supportedWe need to adapt the definition of compact supported Ãľtale cohomology in order to takein account the real places.Let F be a sheaf on U . Since U is quasi-projective over an affine scheme, we have for[Mil16, III.2.17] that Ȟr(U,F ) = Hr(U,F ), so we can work with the Čech complex.There is the canonical map defined in proposition B.5.5

C•(F ) Ï (iv)∗C•(Fv)So if v is non archimedean, let S•(Mv) ∼= C•(Fv) be the standard complex of Mv , and if
v is real, S•(Mv) will be defined as the standard complete resolution of Mv , as defined inSection 1.1.1, and in any case there is a canonical map C•(Fv) Ï S•(Mv)Then since we have a canonical map

u : C•(U,F ) Ï
⨁
v ̸∈U0 C

•(Kv , Fv) = ⨁
v ̸∈U0 S

•(Mv)
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We define H•

c (U,F ) := Cone(u)[−1] and Hr
c (U,F ) its cohomology, we have a triangle

(Hc(U,F ), C•(U,F ), ⨁
v ̸∈U0 S

•(Mv))
and a long exact sequence

Hr
c (U,F ) Ï Hr(U,F ) Ï

⨁
v ̸∈U0 H

r(Kv , Fv) Ï

By definition it is a ∂-functor.
Remark 4.2.4. If K is totally imaginary, since we have now the exact sequence

0 Ï j!F Ï Rj∗F Ï i∗i∗Rj∗F Ï 0
we have a long exact sequence

Hr(X, j!F ) Ï Hr(U,F ) Ï Hr(X \U, i∗Rj∗F ) = ⨁
x∈X\U

Hr(x, i∗xRj∗F )
And the last by excision is ⨁

v∈X\U Hr(Kv , i∗vRj∗F ), and since iv factorizes through thegeneric point and (j∗I)η̄ ∼= (I)η̄ for every injective I since U is a neighbourhood of η, wehave Hr(Kv , i∗vRj∗F ) = Hr(Kv , Fv). So if K is totally immaginary this definition of compactsupported cohomology agrees with the usual one3.
Proposition 4.2.5. (a) For any i : Z ↪Ï U a closed immersion such that i(Z) ̸= U , F a

sheaf on Z, we have Hr
c (U, i∗F ) ∼= Hr(Z, F )

(b) For any j : V ↪Ï U open immersion, F a sheaf on V , we have Hr
c (U, j!F ) ∼= Hr

c (V, F )
Proof. (a) Since (i∗F )η̄ = 0, we have ⨁

v ̸∈U0 Hr(Kv , Fv) = 0, hence the long exact sequencegives the isomorphism
(b) Consider the exact sequence for the cohomology with support

Hr
U\V (U, j!F ) Ï Hr(U, j!F ) Ï Hr(V, F )

Since by the excision
Hr
U\V (U, j!F ) ∼= ⨁

v∈U\V
Hr
v (Spec(Oh

v ), j!F )
and since we have the exact sequence

Hr
v (Spec(Oh

v ), j!F ) Ï Hr(Spec(Oh
v ), j!F ) Ï Hr(Kv , Fv)

3Notice that since here F is not in general torsion, the definition of proper support cohomology depends onthe choice of the compactifiation!
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by the vanishing ofHr(Spec(Oh

v ), j!F ) (lemma B.12.5) we haveHr
v (Spec(Oh

v ), j!F ) ∼= Hr−1(Kv , F ).Hence if we consider the map
C•(U, j!F ) Ï C•(U,Rj∗j∗j!F ) = C•(V, F )its mapping cone is quasi isomorphic to ⨁

v∈U\V C•(Kv , Fv) The cokernel of ⨁
v ̸∈U S•(Kv , Fv) Ï⨁

v ̸∈V S•(Kv , Fv), since there are no archimedean places involved, is⨁
v∈U\V

S•(Kv , Fv) ∼= ⨁
v∈U\V

C•(Kv , Fv)
So we have a sequence of triangles

C•(U, j!F ) C•(V, F ) ⨁
v∈U\V C•(Kv , Fv)

⨁
v ̸∈U S•(Kv , Fv) ⨁

v ̸∈V S•(Kv , Fv) ⨁
v∈U\V C•(Kv , Fv)

Hc(U, j!F ) Hc(V, F ) Cone(Hc(U, j!F ) Ï Hc(V, F ))
And since the vertical map on the right is the identity, Cone(Hc(U, j!F ) Ï Hc(V, F )) isquasi-isomorphic to 0, hence for the long exact sequence in cohomology of the last linewe get the result.

Corollary 4.2.6. For every j : V ↪Ï U open immersion, i : U \ V Ï U closed immersion, F
a sheaf on U we have Hr

c (V, FV ) ∼= Hr
c (U, j!j∗F ) and

⨁
v∈U0\V0 Hr(Kv , Fv) ∼= Hr(U \V, i∗F ) ∼=

Hr
c (U \ V, i∗F ), hence we have a long exact sequence

Hr
c (V, FV ) Ï Hr

c (U,F ) Ï
⨁
v∈U\V

Hr(v, Fv) Ï

There are attempts to give a better definition of it using Artin-Verdier topology as in[Bie87] and [FM12], but right now it is known only in the case of proper schemes.The attempt of Artin-Verdier compactifiation is in fact to express it as RΓ(X,φ!_) for someexact functor φ!.
Proposition 4.2.7. Let U ↪Ï X be an open immersion. Then H2

c (U,Gm) = 0, H3
c (U,Gm) =

Q/Z and Hr
c (U,Gm) = 0 for r > 3

Proof. We have the exact sequences0 Ï H2
c (U,Gm) Ï H2(U,Gm) Ï

⨁
v ̸∈U

Br(Kv) Ï H3
c (U,Gm) Ï H3(U,Gm) Ï 0

and for 2r ≥ 40 Ï H2r
c (U,Gm) Ï H2r(U,Gm) Ï

⨁
v realH

2r(Kv ,Gm) Ï H2r+1
c (U,Gm) Ï H2r+1(U,Gm) Ï 0

By remark 4.2.3 we have the result.
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Lemma 4.2.8. For any closed immersion i : Z ↪Ï U such that i(Z) ̸= U , we have
Hr(Z, i∗Gm) = 0 for all r ≥ 1.

Proof. Since Hr(Z, i∗Gm) = ⨁
v∈Z Hr(v, i∗Gm) hence it is enough to prove it when Z =

Spec(k(v)) is a point. If i : v ↪Ï X is a closed immersion, then i∗Gm is the gv-module
(i∗Gm)(Spec(k(v))) = (Gm)v = lim

ÊÏ
R/Ovunramified

R× = Oun×
v

so since Oun×
v is gv-cohomologically trivial, we have the result.

Remark 4.2.9. If K is a number field, we have the long exact sequence
0 Ï H0

c (X,Gm) Ï O×
K Ï

⨁
v realK

×
v /K×2

v Ï H1
c (X,Gm) Ï Pic(X) Ï 0

In particular,
H0
c (X,Gm) = {a ∈ O×

K : σv(a) > 0 for all real embeddings σv}

is the group of totally positive units, and
H1
c (X,Gm) = ArDiv(X)/{a ∈ K× : σv(a) > 0 for all real embeddings σv}

Is the narrow class group (see [Nar13]).The long exact sequence for compact supported cohomology given by the triangle
0 Ï Gm Ï g ∗ Gm Ï

⨁
v∈X0(iv)∗Z Ï 0

Is
H0
c (X, g ∗ Gm) Ï

⨁
v∈X0 Z Ï H1

c (X,Gm) Ï H1
c (X, g ∗ Gm)

and by the exact sequence::
0 Ï H0

c (X, g∗Gm) Ï H0(X, g∗Gm) = K× Ï
⨁
v realK

×
v /K×2

v Ï H1
c (X, g∗Gm) Ï 0 (Hilb 90)

we deduce that H0
c (X, g∗Gm) is the group of totally positive elements of K× and since K× Ï⨁

v realK×
v /K×2

v is epi H1
c (X, g∗Gm) = 0.

4.2.3 Locally constant sheaves

We generalize the ideas given in Section 1.2 to locally constant sheaves:Throughout this subsection, U will be considered affine, and S would be the set of places not
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in U . We have in the notations of Section 1.2, GS = π1(U, η) by definition, and by definitionof fundamental group we have equivalences of categories

FEt(U) π1(U, η) −modf

L.c.c. sheaves
(_)×Uη

Yoneda (_)η

Which generalizes in
L.c. Z-constructible sheaves π1(U, η) −modft

(_)η
Consider the normalization Ũ of U in KS (the maximal extension of K ramified outside S),i.e. Ũ = Spec(OS) by definition. Then Ũ/U is the uninversal Galois covering with Galoisgroup GS . Notice than moreover π1(Ũ, η) = 0 by definition. In particular, every locallyconstant sheaf F on U becomes constant on Ũ

Proposition 4.2.10. Let F be a l.c. Z-constructible sheaf on U and M = Fη . Then Hr(U,F )
is torsion for r > 0 and we have

Hr(U,F )(ℓ) ∼= Hr(GS,M)(ℓ)
for all ℓ invertible on U and ℓ = char(K).
Idea. The idea is to use the spectral sequence for the Galois cover Ũ/U :

Hr(GS, Hs(Ũ, FŨ )) Ñ Hr+s(U,F )
Hence it is enough to show that Hs(Ũ, FŨ ) is torsion and Hs(Ũ, FŨ )(ℓ) = 0 for the required
ℓ.For the base pass, H1(Ũ, FŨ ) = Hom(π1(Ũ, η),M) = 0 since π1(Ũ, η) = 0.For the general case, since FŨ is constant, hence we need to consider three cases:

• FŨ = Z/ℓZ, ℓ is invertible on OSWe have FŨ ∼= µℓ and we have by Kummer exact sequence
0 Ï Pic(Ũ) ℓ−Ï Pic(Ũ) Ï H2(Ũ, FŨ ) Ï ℓH2(Ũ) Ï 0

And by some consideration on the groups one can show that H2(Ũ, FŨ ) = 0 (see [Mil06,II.2.9]). Then if we take a finite totally immaginary extension K ⊂ L ⊂ KS containingthe ℓ-th roots of 1, we have for proposition 4.2.2 Hr(UL,Gm) = 0 since L has no realprimes.
• FŨ = Z/pZ, p = char(K)We have Artin-Schreier exact sequence, and since Hr(ŨÃľ t ,Ga) = Hr(ŨZar,O) = 0 for
r > 0.
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• FŨ = Z
Hr(Ũ,Z) is torision for [Mil06, II.2.10], and we have the exact sequence

0 Ï Z n−Ï Z Ï Z/nZ Ï 0
So from the previous points we deduce Hr(Ũ,Z)(ℓ) = 0 and Hr(Ũ,Z)(p) = 0

From the long exact sequence
Hr
c (U,F ) Ï Hr(U,F ) Ï

⨁
v∈S

Hr(Kv , Fv) Ï

we deduce some nice properties (see [Mil06, II.2.11])
4.3 Global Artin-Verdier duality: the theorem

We have proved that there are trace maps H3
c (U,Gm) ∼−Ï Q/Z which commute with therestriction maps, so the cup product pairings give a pairing

ExtrU (F,Gm) ×H3−r
c (U,F ) Ï Q/Z

which gives maps αr(U,F ) : ExtrU (F,Gm) Ï H3−r
c (U,F )∗. The goal of this section is to proveglobal Artin-Verdier duality:

Theorem 4.3.1. Let F be a Z-constructible sheaf on an open U of X.

(a) For r = 0, 1, ExtrU (F,Gm) is finitely generated and αr induce isomorphisms:

ExtrU (F,Gm)∧ Ï H3−r
c (U,F )∗

For r ≥ 2, ExtrU (F,Gm) are torsion of cofinite type and αr is an isomorphism.

(b) If F is constructible, then

ExtrU (F,Gm) ×H3−r
c (U,F ) Ï Q/Z

is a perfect pairing of finite abelian groups for all r ∈ Z

Remark 4.3.2. If we have a triangle 0 Ï F ′ Ï F Ï F ′′ Ï 0, and the theorem is true for twoof the terms (say F and F ′′), the long exact sequence will imply that Ext1U (F ′,Gm) is finitelygenerated, so its image in the torsion group Ext2U (F ′′,Gm) is finite, hence the long exactsequence remains exact if we complete the first six terms, so the theorem is true also forthe third one.We will set α̂r(U,F ) the map we are looking for, i.e.
α̂r(U,F ) = {

αr(U,F )∧ : ExtrU (F,Gm)∧ Ï H3−r
c (U,F )∗ if r = 0, 1

αr(U,F ) otherwise
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Lemma 4.3.3. Theorem 4.3.1 is true if F has support in a closed subset, i.e. if F = i∗M
where M is a sheaf on a closed subscheme i : Z Ï U .

Proof. Since Z = ∐
v∈Z v is a finite union of closed points, we can reduce to the case when

Z = v is a closed point.We have for lemma 4.2.1, we have in D(U) the exact sequence0 Ï Gm Ï g∗Gm = Rg∗Gm Ï
⨁
v∈U0(iv)∗Z Ï 0

We have Extrη(i∗F,Rg∗Gm) = Extrη(g∗i∗F,Gm) = 0 and since iu are exact functors, ExtrU ((iv)∗F, (iu)∗Z) =Extru((iu)∗(iv)∗F,Z) = 0 if u ̸= v, so the long exact sequence gives isomorphismsExtrU (i∗F,Gm) ∼= Extr−1
v (F,Z)So ifM is the gv-module corresponding to F we have for proposition 4.2.5 thatH3−r

c (U, i∗F ) ∼=
H3−r(U, i∗F ) ∼= H3−r(gv ,M)

ExtrU (i∗F,Gm) H3−r
c (U, i∗F ) H3

c (U,Gm) Q/Z

Extr−1
gv (M,Z) H3−r(gv ,M) H2(gv ,Z) Q/Z

× ∼=
× ∼=

So the theorem comes from Tate duality for gv = Ẑ.
Lemma 4.3.4. For any Z-constructible sheaf, ExtrU (F,Gm) are of finite type for r = 0, 1,
of cofinite type if r = 2, 3, and finite for r > 3. If F is constructible, every group is finite.

Proof. If F = Z, then ExtrU (F,Gm) = Hr(U,Gm) which have already been calculated. Usingthe exact sequence which defines Z/nZ, we have the theorem also for F = Z/nZ, hence forall constant Z-constructible sheaves.If F is locally constant Z-constructible, there exists a Galois cover π : U ′ Ï U with Galoisgroup G such that π∗F is constant associated to a G-module M (see [Fu11, Prop 5.8.1]), wehave by the Ext composition with the constant sheaf Z (which is flat)
RΓ(G,RHomU ′(M,Gm)) ∼= RHomU (M,Gm)And since RΓ(G, _) : Dfg (G) Ï Dfg (G) and Dfin(G) Ï Dfin(G), the lemma for M implies thelemma for F .Finally, if F is any Z-constructible sheaf, let j : V Ï U be the open such that j∗F is locallyconstant and i : U \ V Ï U be the closed complement. We have the exact sequence0 Ï j!j∗F Ï F Ï i∗i∗F Ï 0Notice that i∗i∗F has support in a finite subset, so we can use the previous lemmma and getthe long exact sequenceExtr−1
U\V (i∗F,Z) Ï ExtrU (F,Gm) Ï ExtrV (j∗F,Gm)

The lemma is true for ExtrV (j∗F,Gm) since j∗F is locally constant, Extr−1
U\V (i∗F,Z) = ⨁finite Extr−1

v (Fv ,Z),and for Tate duality over finite fields it is zero for r = 0, finitely generated for r = 1, finitefor r = 2, torsion of cofinite type for r = 3 and zero otherwise, so the lemma follows.
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Lemma 4.3.5. Let j : V Ï U be open nonempty and F a Z-constructible sheaf on U . The
theorem is true for F if and only if it is true for j∗F on V .

Proof. We have ExtrU (j!j∗F,Gm) ∼= ExtrV (j∗F,Gm) and Hr
c (U, j!j∗F ) ∼= Hr

c (V, j∗F ) for proposi-tion 4.2.5, hence α̂r(U, j!j∗F ) can be identified with α̂r(V, j∗F ), and since the theorem is trueon the closed complementary since it is finite, we conclude using the exact sequence that itis true on F if and only if it is true on j!j∗F if and only if it is true on j∗FIn particular, the lemma shows that it is enough to prove the theorem for locally constantsheaves on a suitably small U .
Lemma 4.3.6. Consider K′/K a finite Galois extension and π : U ′ Ï U the normalization
morphism, F ′ a Z-constructible sheaf on U ′

(a) There is a canonical map Nm : π∗GmU ′ Ï GmU

(b) The composite

N : ExtrU ′(F ′,Gm) Ï ExtrU (π∗F ′, π∗Gm) Nm−−Ï ExtrU (π∗F ′,Gm)
is an isomorphism

(c) α̂r(U ′, F ′) is an isomoprhism if and only if α̂r(U,π∗F ′) is an isomorphism.

Proof. (a) Consider V Ï U Ãľtale. After [Mil16, I.3.21] there is L a finite separableK-algebrasuch that V Ï UL is an open immersion, where UL is the normalization of U in L. Bydefinition, if V ′ = V ×U U ′, Γ(V, π∗Gm) = Γ(V ′,Gm). Since V ′ is finite over V and Ãľtale,hence normal, over U ′, it is the normalization of V on K′ ⊗K L. Hence the norm map
K′ ⊗K L Ï L induces a unique norm map Γ(V, π∗Gm) = Γ(V ′,Gm) = OV ′(V ′)× Ï OV (V )×(b) Consider j : V Ï U ′ the open subset such that πj : V Ï U is Ãľtale. Then we have(πj)! = π∗j! and an adjunction map (πj)!(πj)∗G Ï G, and since we have that j∗π∗GmU =
GmV , the adjunction map induces a canonical map

tr : (πj)!GmV Ï GmUand since π is finite, Rπ∗ = π∗ so the map passes to the derived category. So we havea canonical map
RHomV (j∗F ′,Gm) Ï RHomU ((πj)!j∗F ′, (πj)!Gm) tr−Ï RHom((πj)!j∗F ′,Gm) = RHom(π∗j!j∗F ′,Gm)And according to [Mil16, V, Prop 1.13] this canonical map is an isomorphism.Since again j∗GmU ′ = GmV , we have a canonical isomorphism given by the adjunction:

RHom′
U (j!j∗F ′,Gm) Ï RHomU (j∗F ′,Gm)And the composition of this two isomorphism is N , so the theorem is true for j!j∗F .If i : v Ï U is a closed point, then for i∗F we have for lemma 4.3.3 that the sequence ofmaps is given by

Extr−1
π−1(v)(F ′,Z) Ï Extr−1

v (π∗F ′, π∗Z) Nm−−Ï Extr−1
v (π∗F ′,Z)
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Hence the general case follows from the triangle

0 Ï j!j∗F Ï F Ï i∗i∗F Ï 0
(c) We have that since π is finite, Hr

c (U,π∗F ′) ∼= Hr
c (U ′, F ′), and the norm map induces

H3(U,π∗Gm) Nm−−Ï H3(U,Gm). By definition, for all w|v ̸∈ U the following diagramcommutes:
Br(K′

w) H3
c (U ′,Gm)

Br(Kv) H3
c (U,Gm)Nm Nm

And since
Br(K′

w) Q/Z

Br(Kv) Q/Z

inv

Nm

inv

Commutes, we have
H3
c (U ′,Gm) Q/Z

H3
c (U,Gm) Q/Z

Nm

So we have a commutative diagram
ExtrU ′(F ′,Gm) H3−r

c (U ′, F ) H3
c (U,Gm) Q/Z

ExtrU (π∗F,Gm) H3−r
c (U,π∗F ) H3

c (U,Gm) Q/Z

N

×

Nm

∼=
× ∼=

Lemma 4.3.7. (a) If F is constructible, then Hr
c (U,F ) is zero for r > 3, and if F is Z-

constructible, then it is zero for r > 4.

(b) If F is constructible and K has no real places, then ExtrU (F,Gm) = 0 for r > 4.

Sketch. (a) Consider an open V ⊆ U and use the exact sequence
Hr
c (V, FV ) Ï Hr

c (U,F ) Ï
⨁
v∈U\V

Hr(Kv , Fv)
And for local Tate duality we have Hr(Kv , Fv) = 0 for r > 3, so we can consider F locallyconstant such that in the number field case mF = 0 for m invertible on U .By definition, if we show that

Hr(U,F ) Ï
⨁
v realH

r(Kv , F )
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is an isomorphism, we have Hr

c (U,F ) = 0. We have that this morphism identifies with
Hr(GS, Fη) Ï

⨁
v realH

r(Kv , Fη)
which is an isomorphism for r ≥ 3 except if the order of Fη is divisible by char(K),and using some technical lemmas one can show that in this case Hr(U,F ) = 0 for r > 3(see [Mil06, II.3.12]).If now F is Z-constructible, then Ftor is constructible and exact sequence

0 Ï Ftor Ï F Ï Ftf Ï 0
shows that it is enough to show the theorem for F torsion free. Since we have the longexact sequence 0 Ï Hr−1

c (U,F/mF ) Ï Hr
c (U,F ) m−Ï Hr

c (U,F )we have a surjection
Hr−1
c (U,F/mF ) ↠ mHr

c (U,F )and for the previous result Hr−1
c (U,F/mF ) = 0 for r > 4, hence it is enough to showthat Hr

c (U,F ) is torsion for r > 4. But since we are assuming F locally constant, wehave the long exact sequence⨁
v∈S

Hr−1(Kv , Fv) Ï Hr
c (U,F ) Ï Hr(U,F )

and since ⨁
v∈S Hr(Kv , Fv) is finite for r > 0, and Hr(U,F ) is torsion, we conclude

(b) Since K has no real places, for r > 3 Hr(U,F ) = Hr
c (U,F ) = 0. If F has support in aclosed subset, i.e. it is of the form i∗F with i : Z Ï U a closed immersion, the resultcomes from the isomorphism

Extr(i∗F,Gm) ∼= Extr−1
Z (F,Z)

which is zero for r > 3 for local Artin-Verdier duality. So we can assume F to be locallyconstant. So in this case Extr(F,Gm) = 0 for r > 1 and torsion for r = 0, 1, hence adirect limit of constructible sheaves (see lemma 2.2.3). So since Z is finitely presented,we have that if Exts(F,Gm) = lim
ÊÏ

Pi

Hr(U,Exts(F,Gm)) = lim
ÊÏ

Hr(U,Pi)
which is zero for r > 3, hence , since

ExtrU (F,Gm) = Hr(RΓ(U,RHom(F,Gm))) = ⨁
i+j=rH

i(U,Ext j (F,Gm))
which is zero for r > 4.
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Lemma 4.3.8. If α̂r(X,Z/mZ) is an iso for all r and m ≥ 0 whenever K has no real places,
then theorem 4.3.1 is true.

Proof. The assumption says that theorem 4.3.1 is true for F constant on X, and so forlemma 4.3.5 implies that it is true for F constant on an open subset U .For lemma 4.3.5, it is enough to prove the theorem on U such that F is locally constant on
U and 2 is invertible on U in the number field case. The previous lemma says that if K hasno real places α̂r(U,F ) is an isomorphism (it is the zero map) for r < −1, so we need theinduction step. Consider π : U ′ Ï U an Ãľtale covering such that F is constant on U ′ andsuch that U ′ is the normalization of U on an extension K′/K with no real places. Then π∗is exact and π∗π∗F ↠ F is epi, so consider the exact sequence

0 Ï F ′ Ï π∗π∗F Ï F Ï 0
Since π∗F is constant by definition, also π∗π∗F is constant, so by hypothesis αr(U,π∗π∗F )is an isomorphism. and F ′ is locally constant by definition. Then we have a commutativediagram
Extr−1

U (π∗π∗F,Gm) Extr−1
U (F ′,Gm) ExtrU (F,Gm) ExtrU (π∗π∗F,Gm) ExtrU (F ′,Gm)

H4−r(U,π∗π∗F )∗ H4−r(U,F ′)∗ H3−r(U,F )∗ H3−r(U,π∗π∗F )∗ H3−r(U,F ′)∗(1) (2) (3) (4) (4)

which can be replaced in degree 0 and 1 by the completionSo by induction hypothesis, (2) is an isomorphism, and by assumption (1) and (4) are iso-morphism, so (2) is a mono for all locally constant sheaves F , then (4) is a mono, so (2) isan iso, hence the theorem is true.
So from now on we will suppose K with no real primes, hence in this context Hr

c (U,F ) =
Hr(X, j!F ), and in the case U = X we have Hr

c (X,F ) = Hr(X,F ).We need now a technical result:
Lemma 4.3.9. For any Z-constructible sheaf F on U , there is a finite surjective map
π1 : U1 Ï U , a finite map π2 : U2 Ï U with finite image, constant Z constructible sheaves
Fi on Ui , and an injective map F Ï ⊕πi∗Fi.

Proof. Let V be an open subset of U such that FV is locally constant. Then there is a finiteextension K′ of K such that the normalization π : V ′ Ï V of V in K′ is étale over V and
FV ′ is constant. Let π1 : U1 Ï U be the normalization of U in K′, and let F1 be the constantsheaf on U1 corresponding to the group Γ(V ′, FV ′). Then the canonical map FV Ï π∗FV ′extends to a map α : F Ï π1∗F1 whose kernel has support on U \ V . Now take U2 to bean étale covering of U \ V on which the inverse image of F on V \ U becomes a constantsheaf, and take F2 to be the direct image of this constant sheaf.

We denote as usual the dual maps of α3−r(U,F ) as βr(U,F ) : Hr
c (U,F ) Ï Ext3−r

U (F,Gm)∗,and we will first attack the theorem for constructible sheaves, where it is enough to provethat βr is an isomorphism.
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Lemma 4.3.10. (a) Fix r0 > 0. If for all r < r0, all K and all F constructible on X βr is

an iso, then βr0 is mono.

(b) Moreover, assume that βr0(X,Z/nZ) is an iso if µn(K) = µn(K), then αr0(X,F ) is an iso
for all K and all F constructible

Proof. (a) Consider a torsion flasque injection F Ï I (e.g. Godement resolution, which istorsion since F is constructible). So I is a filtered colimit of constructible sheaves, andsince Hr0(X, I) = 0 and filtered colimit is exact and commutes with the cohomology, forall c ∈ Hr0(X,F ), c ̸= 0 there exists an embedding F ↪Ï F ′ with F ′ constructible andsuch that c ↦Ï 0. Then, since Q = F/F ′ is constructible, we have a morphism of longexact sequences:
Hr0−1(X,F ′) Hr0−1(X,Q) Hr0(X,F ) Hr0−1(X,F ′) · · ·

Ext4−r0
U (F ′,Gm) Ext3−r0

U (F,Gm) Ext4−r0
U (F ′,Gm) Ext3−r0

U (F ′,Gm) · · ·

(1)
j1

(2)
i1

βr

j2 i2

Since i1(c) = 0, then c = j1(c′), and since c ̸= 0 c′ ̸∈ Im(Hr0−1(X,F ′)) hence βr(c) =
βr(j1(c′)) = j2(2)(c′), and since (1) and (2) are isomorphisms, (2)(c′) ̸∈ Im(Ext4−r0

U (F ′,Gm))hence βr0(c) ̸= 0. This works for all c, so βr0 is mono.(b) Consider U small enough such that there exists a Galois extension K′/K with µm(K′) =
µm(K) for some m such that mF = 0, and such that if U ′ is the normailzation of Uin K′, then FU ′ is locally constant and U ′ Ï U is étale. Following the constructionof the previous lemma, we can take U1 as the normalization of X in K′ and consider
F ÊÏ F∗ := π1∗F1 ⊕ π2∗F2, then π2∗F2 has support in a finite set, so βr0(X,π2∗F2) is aniso for lemma 4.3.3, and by hypothesis βr0(U1, F1) is iso, so by lemma 4.3.5 βr0(X,π1∗F1)is, hence βr0(X,F∗) is. So we have that again Q := F∗/F is constructible, so we have adiagram:

Hr0−1(X,F) Hr0−1(X,Q) Hr0(X,F ) Hr0−1(X,F ′) · · ·

Ext4−r0
U (F ′,Gm) Ext3−r0

U (F,Gm) Ext4−r0
U (F ′,Gm) Ext3−r0

U (F ′,Gm) · · ·

(1) (2) (3) (4)
j2 i2

Where (1), (2) and (4) are iso, so (3) is mono for all constructible sheaves, hence (5) ismono, so (3) is iso.
We can now attack theorem 4.3.1 in the constructible case:

Proof of theorem 4.3.1 in the constructible case. We prove by induction that βr is an iso-morphism:For r < 0, it is the zero map, it follows from lemma 4.3.7.Consider the long exact sequenceExtrX(Z/nZ,Gm) Ï Hr(X,Gm) m−Ï Hr(X,Gm)
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By the calculation onHr(X,Gm), we have that Ext3X(Z/nZ,Gm) = 1

mZ/Z, and sinceH0(X,Z/mZ) =
Z/mZ, so β0(X,Z/mZ) is an iso, hence β0(X,F ) is an iso for the previous lemma, so β1(X,F )is always mono.By class field theory, one can see that #H1(X,Z/mZ) = #Pic(X)m = #Ext2(Z/mZ,Gm), so
β1(X,Z/mZ) is a mono between finite groups of the same order, hence an iso, so β1(X,F )is an iso for all F , and β2(X,F ) is always mono.So it remains to show that for all r ≥ 2 and all K such that µm(K) ∼= µm(K) we have
βr(X,Z/mZ) iso. So suppose now m prime with char(K), hence µm(K) ∼= µm(K) ∼= Z/nZ.Consider U ⊆ X where m is invertible and i the immersion of the complement, we havethe morphism of exact sequences

Hr
c (U,Z/mZ) Hr(X,Z/mZ) Hr(X, i∗Z/mZ)

· · ·
βr (U,Z/mZ) βr (X,Z/mZ) βr (X,i∗Z/mZ)

So by five lemma β2(U,Z/mZ) is mono. And since Ext1U (Z/mZ),Gm
∼= H1(U,µn) and

H1
c (X,Z/nZ) have the same number of elements (see [Mil06, II.2.13]), so β2(U,Z/mZ) isan isomorphism.

β3 comes from the pairingHom(Z/mZ,Gm) ×H3
c (U,Z/mZ) Ï H3(U,Gm)and since m is prime with char(K), w have by hypothesis that there is a noncanonicalisomorphism Z/mZ ∼−Ï µn, so since H3

c (U,Z/mZ) = 1
mZ/Z for Kummer since H2(U,Gm) = 0.So β3 is an iso, and since for r > 3 Hr

c (X,Z/mZ) = 0, βr = 0 is an isomorphism, so
βr(X,Z/mZ) is always an isomorphism.Let now p = char(K) > 0. We have Artin-Schreier0 Ï Z/pZ Ï Ga Ï Ga Ï 0which gives Hr(U,Z/pZ) = 0 for r > 2, so βr is an iso for r > 3, and since Hom(Z/pZ,Gm) =
Ker(Hom(Z,Gm) p−Ï Hom(Z,Gm)) = Ker(Gm(X) p−Ï Gm(X)), but X is chosen such that p isinvertible, so Hom(Z/pZ,Gm) = 0 and β3 is also an iso.We need to show that β2 is an iso, but we already know it is injective and by the same ideaas before the groups have the same order, so β2 is also an isomorphism.We can now prove it in full generality:
Proof of theorem 4.3.1. The only thing left to prove is that α̂r(X,Z) : Hr(X,Gm)∧ Ï H3−r(X,Z)∗is an isomorphism. Consider the exact sequence0 Ï Z Ï Q Ï Q/ZAnd since Q/Z = lim

ÊÏ
Z/nZ for the previous theorem we have a canonical iso4

lim
ÎÉ
n

Extr(Z/nZ,Gm) ∼= H3−r(X,Q/Z)∗
4the cofiltered limit is exact for Mittag-Leffer conditions: the groups are finite
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In particular, we have the exact sequence

Hr(X,Gm) n−Ï Hr(X,Gm) Ï Extr+1(Z/nZ,Gm) Ï nHr(X,Gm) Ï 0
So by Mittag-Leffer conditions (we have no real primes here) we can apply lim

ÎÉ n
and get

0 Ï lim
ÎÉ
n

(nHr(X,Gm)) Ï lim
ÎÉ
n

Extr+1(Z/nZ,Gm) Ï lim
ÎÉ
n

(nHr+1(X,Gm)) Ï 0
Recall that if X is a number field with no real primes OX(X)× is finitely generated, Pic(X) isfinite and Hr(X,Gm) = 0 for r ̸= 2, so nHr(X,Gm) are cofinal between the open subgroupsand so lim

ÎÉ n
(nHr(X,Gm)) = Hr(X,Gm)∧. In the function field case OX(X)× is finite, Pic(X) isfinitely generated and Hr(X,Gm) = 0 for r ̸= 2, so again lim

ÎÉ n
(nHr(X,Gm)) = Hr(X,Gm)∧.Hence we have a morphism of exact sequences

0 Hr(X,Gm)∧ lim
ÎÉ n

Extr+1(Z/nZ,Gm) lim
ÎÉ n

(nHr+1(X,Gm)) 0
H3−r(X,Z)∗ H2−r(X,Q/Z)∗ H2−r(X,Q)∗

∼

And since RΓ(X,Q) = RHomX(Z,Q) = RHomZ(Z,Q) = Hom(Z,Q), so
H2−r(X,Q) = H3−r(X,Q) = 0 for 2 − r > 0

Hence for r ≤ 1 we have H2−r(X,Q/Z) ∼= H3−r(X,Z), and for r ≤ 1, Hr+1(X,Gm) is finitelygenerated, so lim
ÎÉ n

(nHr+1(X,Gm)) = 0, so Hr(X,Gm)∧ ∼= lim
ÎÉ n

Extr+1(Z/nZ,Gm), and so
α̂r(X,Z) is an iso for r ≤ 1.For r > 3 and r = 2 it is the zero map, so the only one left to see is r = 3, which is

H3(X,Gm) ∼= Q/Z Ï H0(X,Z)∗ = Z∗

which is obviously an isomorphism.
Remark 4.3.11. In the context of derived category, if F ∈ D+

cons(U), then we have quasiisomorphisms HomD(X)(F,Gm[3 − r]) ∼= HomZ(RΓc(X,F [r]),Q/Z)
Corollary 4.3.12. Let m be invertible on U and F be a constructible sheaf of Z/mZ-
modules. Then we have a perfect pairing of Z/mZ-modules:

Hr
c (U,F ) × Ext3−r

Sh(U,Z/mZ)(F,µm) Ï Z/mZ

Proof. Since Ext3−r
Sh(U,Z/mZ)(F,µm) ∼= Ext3−r

U (F,Gm) we have by Artin-Verdier duality a perfectpairing
Hr
c (U,F ) × Ext3−r

Sh(U,Z/mZ)(F,µm) Ï H3
c (U,µm) = Z/mZThe last equality follows form Kummmer.
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4.3.1 An applicationLet K be a number field, and let F = Z, so Ext1(Z,Gm) = H1(X,Gm) = Cl(X) is finite. Onthe other hand, since Hr(X,Q) = 0 for r > 1 and Ĥr(GR,Q) = 0 for all r, so Hr

c (X,Q) = 0for r > 1. Hence H2
c (X,Z) = H1

c (X,Q/Z).Since H1(GR,Q/Z)∗ = Hom(Z/2Z,Q/Z)∗ = Z/2Z, if a is the number of real embeddings, wehave the exact sequence(
Z/2Z)a Ï H1(X,Q/Z)∗ = π1(X)ab Ï H1

c (X,Q/Z)∗ Ï 0
So Artin-Verdier duality gives an isomorphism

Cl(X) ∼−Ï π1(X)ab/M
Where M is a 2-primary component. In particular we find again the Hilbert Class Field:
π1(X)ab classifies all the unramified extensions of K and M individuates the extensionswhich ramify at infinity. So π1(X)ab/M ∼= Gal(HK/K) and the isomorphism is the classicalone

Cl(X) Ï π1(X)ab/M
℘ ↦Ï Fr℘



Chapter 5

Higher dimensions

5.1 Statement of the duality theorem

Let us keep the notation of the previous chapters. Now π : Y Ï U will be a separatedmorphism of finite type pure of dimension d, and for any F ∈ Db
cft(Y ) we will define

RΓc(X,F ) = RΓc(U,Rπ!F )Remark that as seen in theorem D.3.4, if F ∈ Db
ctf (Y ) then Rπ!F ∈ Db

ctf (U), so as it is seenin Artin-Verdier proof, Hr
c (Y,Rπ!F ) are finite.Recall that the trace map defined in Section 3.1 gives an isomorphism R2dπ!µ⊗d

m
∼= Z/mZ,hence tensoring with µm we have an isomorphism

R2dπ!µ⊗d+1
m

∼= µmWe have now that µm is a flat sheaf of Z/mZ-modules, hence µm ⊗L µm = µm ⊗ µm, so wecan use the definition
Z/mZ(d) := µ⊗d

malso on the derived category. We have that
H2d+3
c (Y,Z/mZ(d+1)) ∼= H2d+3(RΓc(U,Rπ!Z/mZ(d+1)) = 2d+3⨁

r=0 H
r
c (U,R2d+3−rπ!Z/mZ(d+1))

And since Rrπ!Z/mZ(d + 1) is constructible on U , we have Artin-Verdier duality, so
Hr
c (U,R2d+3−rπ!Z/mZ(d + 1)) ∼= Ext3−r(R2d+3−rπ!Z/mZ(d + 1),Z/mZ(1))∗Hence it is zero for r ̸= 0, 1, 2, 3, but since Rrπ!µ⊗d+1

m = 0 for r > 2d, we have
H2d+3
c (RΓc(U,Rπ!Z/mZ(d + 1)) = H3

c (U,R2dπ!Z/mZ(d + 1)) ∼= H3
c (U,µm)and by Kummer theory and the fact that H2(U,Gm) = 0, we have H3

c (U,µm) = Z/mZ wehave a trace map
H2d+3
c (Y,Z/mZ(d + 1)) ∼= Z/mZand a pairingExtrSh(Y,m)(F,Z/mZ(d + 1)) ×H2d+3−r
c (Y, F ) Ï H2d+3

c (Y,Z/mZ(d + 1)) ∼= Z/mZ (Pairing 5.1)
77
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Theorem 5.1.1. Let π be smooth separated of pure dimension d, F constructible such
that mF = 0. Then Pairing 5.1 is perfect.

Proof. We have that according to [AGV72, XVIII] Rπ!µm ∼= µ⊗d+1
m [2d] and

Rπ∗RHomSh(Y,Z/mZ)(F,Rπ!µm) ∼= RHomSh(U,Z/mZ)(Rπ!F,µm)
So, on the LHS we have
RΓ(U,Rπ∗RHomSh(Y,Z/mZ)(F,Z/mZ(d + 1)[2d])) =RΓ(Y,RHomSh(Y,Z/mZ)(F,Rπ!Z/mZ(d + 1))[2d]) =

RHomD(Y,Z/mZ)(F,Z/mZ(d + 1))[2d])
And on the RHS we have

RΓ(U,RHomSh(U,Z/mZ)(Rπ!F,µm) = HomD(Y,Z/mZ)(Rπ!F,µm) = HomD(Y )(Rπ!F,Gm)
So we have by Artin-Verdier duality

Ext2d+r
Sh(Y,Z/mZ)(F,Z/mZ(d + 1)) = ExtrU (Rπ!F,Gm) ∼= H3−r

c (U,Rπ!F )∗
And this proves the theorem

Recall that if i > 0 and mF = 0 we defined F (i) = F⊗Z/mZ(i) and F (−i) = Hom(F,µ⊗i
m ).By the same argument as before and by lemma 3.2.2, it passes to the derived category

Corollary 5.1.2. In the hypotheses above, if F is locally constant we have a perfect pairing

Hr(Y, F (−d − 1)) ×H2d+3−r
c (Y, F ) Ï Z/mZ

Proof. Since
RΓ(Y,RHom(F,Z/mZ(d + 1))) ∼= RHom(F,Z/mZ(d + 1))we have that Hr(Y, F (−d − 1)) = Extr(F,Z/mZ(d + 1)), so it follows from Pairing 5.1

5.2 Motivic cohomology

5.2.1 Locally logarithmic differentialsLet S be a perfect scheme of characteristic p and X Ï S be an S-scheme. As it is done inSection D.1, we have the Frobenius map
Fr : X Ï X

So Fr∗ : ShÃľ t(X,OX) Ï ShÃľ t(X,OX) acts as the identity on the abelian group and changexthe action of OX by fα ↦Ï fpα. In particular it preserves locally free OX-modules.Recall, as it is defined in [Sta, Tag 01UM] the sheaf of differential forms Ω1
Y/S and considerthe complex 0 Ï OX

d0
−Ï Ω1

Y/S . . .Ωr
Y/S = ∧rOYΩ1

Y/S
dr−Ï . . .Let Ωr

Y/S,cl be the kernel of dr , i.e. the sheaf of closed r-forms.
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Lemma 5.2.1. We can define a unique family of maps Cr : Ωr

Y/S,cl Ï Ωr
Y/S such that

(a) Cr(1) = 1
(b) Cr(fpω) = fCr(ω) for all f ∈ OX

(c) Cr+s(ω ∧ ω′) = Cr(ω) ∧Cr(ω′)
(d) Cr(ω) = 0 if and only if ω = dr−1(ω′)
(e) C1(fp−1d0f ) = df .

Proof. [Mil76]
Remark 5.2.2. Since Ω0

Y/S,cl = (OX)p ∼= OX , for all fp ∈ Ω0
Y/S,cl we have that C(fp) = f , so indegree 0 the Cartier map is the Frobenius.

Theorem 5.2.3. The map Cr − id is epi, so if we denote its kernel as ν1(r) we have an
exact sequence 0 Ï ν1(n) Ï Ωr

Y/S,cl
id−C−−−Ï Ωr

Y/S Ï 0
Proof. Consider a geometric point P and a suitably small neighborhood U such that wehave a local system x1 . . . xm and let ui = xi − 1 Choosing U suitably small we have uiinvertible.So for every ω ∈ Ωr

Y/S(U) we have that there are fj ∈ OX(U) such that we can write
ω = ∑

fj
duj1
uj1 ∧ . . . ∧ dujr

ujrAs now, by definition of Cr we have
C1(duu ) = C1(( 1

u )pup−1du) = 1
uC

1((up−1du) = du
uSo we have: (id −Cr)(gpduj1uj1 ∧ . . . ∧ dujr

ujr
) = (gp − g)(duj1uj1 ∧ . . . ∧ dujr

ujr
)

In other words, we need to prove that there exists an Ãľtale neighbourhood of P such thatthere is g such that gp − g = fj . This can be done by taking the Artin-Schreier unramifiedextension of the Zariski local ring OX,P .With the same idea, one can define νn(r) as the kernel of the map induced to the n-Wittvectors Wn(Ωr
Y/S,cl) Ï Wn(Ωr

Y/S), which is an exact functor.The wedge product pairing on Ω•
Y/S defines a cup product pairing
νn(i) × νn(j) Ï νn(i + j)

Theorem 5.2.4. Let Y be a smooth proper variety of dimension d over a finite field k.
Then we have a trace isomorphism Hd+1(Y, νn(d)) ∼= Z/pnZ and the cup product induces
a perfect pairing of finite groups

Hr(Y, νn(i)) ×Hd+1−r(Y, νn(d − i)) Ï Z/pnZ

Proof. See [Mil76] for the case n = 1 or dim(Y ) ≤ 2, [Mil86] for the general case.



80 CHAPTER 5. HIGHER DIMENSIONS
5.2.2 Motivic cohomologyLet Y be a regular scheme over a field of characteristic p (can also be zero). Lichtenbaumconjectured the existence of objects Z(r) ∈ D(Yet) such that(a) Z(0) = Z, Z(1) = Gm[−1]
(b) For ℓ ̸= p and for all n there is a triangle

Z(i) ℓn−Ï Z(i) Ï Z/ℓnZ(i) (bℓ 5.2)
and there is a triangle

Z(i) pn−Ï Z(i) Ï νn(i)[−i] (bp 5.3)
(c) We have canonical pairings Z(i) × Z(j) Ï Z(i + j)
(d) H2r−j (Z(i)) = Grrγ(Kj ) (the γ-filtration of QuillenK-sheaves) up to small torsion, Hr(Z(i)) =0 for r > i and r < 0. If i ̸= 0, also H0(Z(i)) = 0.
(e) If Y is a smooth complete variety over a finite field, then H (Y,Z(i) is torsion for all

r ̸= 2i, and H2i(Y,Z(i)) is finitely generated.
(f) (Purity) If Y is smooth and i : Z Ï Y is a closed immersion of relative dimension c,then if j > c Ri!Z(j) = Z(j − c)[−2c]There is a candidate for these object proposed by Bloch in [Blo86].
Theorem 5.2.5. Let π : Y Ï U be smooth proper pure of dimension d. Let ℓ be a prime
such that either ℓ is invertible on U or ℓ = char(K). Assume that there exist complexes
Z(i) satisfying Equation (bℓ 5.2) and that H2d+3

c (Y,Z(d + 1)) is torsion. Then we have a
canonical isomorphism

H2d+4
c (Y,Z(d + 1))(ℓ) ∼= (Q/Z)(ℓ)

and the pairing

Hr(Y,Z(i))(ℓ) ×H2d+4−r
c (Y,Z(d + 1 − i))(ℓ) Ï H2d+4(Y,Z(d + 1))(ℓ) ∼= (Q/Z)(ℓ)

kills only the divisible subgroups.

Proof. If ℓ ̸= char(K), the triangle of Equation (bℓ 5.2) gives for all n a long exact sequence
ℓn−Ï H2d+3

c (Y,Z(d + 1)) Ï H2d+3
c (Y,µ⊗d+1

ℓn ) ∼= Z/ℓnZ Ï H2d+4
c (Y,Z(d + 1)) ℓn−Ï

So by taking the ℓ-torsion and passing to the limit we have an isomorphism
lim
ÊÏ

Z/ℓnZ = (Q/Z)(ℓ) ∼−Ï H2d+4
c (Y,Z(d + 1))(ℓ)

The second statement follows from the long exact sequences for H• and H•
c . The proof for

ℓ = p is similar considering the triangle Equation (bp 5.3).



Appendix A

Global class field theory

A.1 AdÃĺle and IdÃĺle

Throughout this section, k would be a global field, i.e. a number field or a finite separableextension of Fp(T), the places would be normalized absolute values, Sk∞ = Sr ∪Sc would bethe set of archimedean places with Sr real and Sc complex, and Sk = Sk∞ ∪ Skf would bethe set of all places.If k is a number field, Div(Ok) is the group of fractional ideal and Clk is the class group. If kis a function field, then fixing X the corresponding integral proper smooth curve, Div(X) isthe group of divisors, Div0(X) is the kernel of deg : Div(X) Ï Z and Pic0(X) = Div0(X)/k∗with the diagonal embedding of k∗.For uniformizing the notation, the group of divisors will be denoted multiplicatively.I recall two basic but important results:
Theorem A.1.1 (Ostrowski). 1. If k = Q, then

SQ = {| · |∞, | · |p}

Where | · |∞ is the usual archimedean absolute value and | · |p is the absolute value
induced by the p-adic valuation for every prime number p ∈ Z

2. If k = Fp[T], then
SQ = {| · |∞, | · |f}

where | · |∞ is induced by the degree valuation and | · |f is induced by the f -adic
valuation for every irreducible polynomial f ∈ Fp[T]

Proof. [Neu13, II.3.7]
Corollary A.1.2 (Product formula). If k = Q or Fp(T), then for all α ∈ k we have∏

v∈S
|α|v = 1

Theorem A.1.3 (Extension of valuations). If L = k[a] is a separable extension with [L : k] = n
and v ∈ Sk, then there are at most n extensions of v corresponding to the irreducible
factors of the polynomial fa in kv

81
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Proof. [Neu13]

It is worth it to recall
Theorem A.1.4. If K is complete with respect to an archimedean absolute value, then
k ∼= R or k ∼= C

Hence for any local field the set of its places is well determined.
Theorem A.1.5 (Weak approximation theorem). If v1 · · · vm ∈ Sk are distinct places and
α1 · · ·αm ∈ k, then for every ε > 0 there is α ∈ k such that |α− αm|vm > ε

Proof. [SD01, Theorem 17]
Lemma A.1.6. If α ̸= 0 in k there are only finitely many places v such that |α|v > 1.

Proof. [CF67, II.12]
With this results, we see that for any α ∈ k, then α ∈ Ov for almost all v ∈ Sk Then wecan define using the notion of restricted topological product ([CF67, II.13])

Definition A.1.7 (The ring of adÃĺles). Ak = ∏Ov
v kv . With this definition Ak is locallycompact and there is a natural inclusion k ↪Ï Ak given by the diagonal. The elements inthe image of this map are called the principal adÃĺles and they will be still called k

Lemma A.1.8 (Product formula). If L/k is a separable extension, there is a topological
isomorphism

Ak ⊗k L ∼= AL

which maps k ⊗ L Ï L

Proof. Conside ω1 · · ·ωn a basis. The LHS is just
⊕ωiOv∏
v∈Sk

⊕ωikv

Which by the extension theorem is topologically isomorphic to
OL,V∏

v∈Sk,V |v
LV

Lemma A.1.9. Ak/k is compact and k is discrete

Proof. For the prevous lemma, it is enough to prove it for k = Q or k = Fp(T). The weakapproximation theorem says that for every adÃĺle (αv)v there exists a principal adÃĺle α suchthat αv − α ∈ Ov , i.e. every coset of k meets ∏
S∞
kv ×

∏′
Sf Ov . Since ∏

S∞
kv/Ok is compact,there is a compact subset T of ∏

S∞
kv that meets every coset of k, i.e. T ×

∏′
Sf Ov Ï Ak/k
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is surjective and continuous, hence Ak/k is compact since T ×

∏′
Sf Ov is.k is trivially discrete since

D = {(αv)v : |αv |v < 1 if v ∈ S∞& αv ∈ Ov if v ∈ S∞}

is an open subset of Ak and D ∩ k = {0} for the product formula.
Since Ak is locally compact, it admits a unique normalized Haar measure µ (see [Rud87]),and since Ak/k is compact, it has finite measure. We normalize the Haar measure such that

Ak/k has measure 1.
Corollary A.1.10 (Product formula). ∏

|α|v = 1 for every nonzero principal adÃĺle.

Proof. if α ∈ k then
µ(αX) = ∏

|α|vµ(X)
but since A/k has measure 1, this means ∏

|α|v = 1
Definition A.1.11 (The group of idÃĺles). Ik = ∏O×

v
v k×

v . With this definition Ik is group-theoretically isomorphic to A×
k , but the topology is strictly finer (since (_)−1 is not continuouson Ak), so there is a continuous inclusion Ik ↪Ï Ak and a continuous multiplication Ik×Ak Ï

Ak. There is also the diagonal inclusion k× Ï Ik and the elements in the image of this mapare called the principal idÃĺles and they will be still called k×

Remark A.1.12. The topology of Ik is finer then the topology induced by Ak and k× isalready discrete in Ak, so k× is discrete in Ik.
Definition A.1.13. We have a continuous map c : Ik Ï R>0 given by (αv)v ↦Ï

∏
|αv |v . Wedefine the 1-idÃĺle I0k as the kernel of c. Notice that by the product formula k× ⊆ I0k

Remark A.1.14. If k is a number field, then c is surjective: it is enough to take an idÃĺlewhich has 1 at every non-archimedean places and all archimedean places but one, so itfollows from the surjectivity of the archimedean absolute value.
Lemma A.1.15. I0k is closed in Ak, hence it is closed in Ik and the two topologies coincide.

Proof. [CF67, II.16]
Lemma A.1.16. There is a constant C depending only on k such that for every α ∈ Ak
such that

∏
|αv |v > C there is η ∈ k× such that for all v

|η|v ≤ |αv |v

Proof. [CF67, II.13]
Theorem A.1.17. I0k/k× is compact
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Proof. It is enough to find a compact W ⊆ Ak such that W ∩ I0k Ï I0k/k× is surjective. Take
C as in lemma A.1.16 and α such that c(α) > C, then

W := {ξ : |ξv |v ≤ |αv |v}

Consider β ∈ I0k, then c(β−1α) = c(α) > C, hence by lemma A.1.16 there exists η such that
|η|v ≤ |β−1

v αv |v

Hence ηβ ∈ W ∩ I0k, so W ∩ I0k Ï I0k/k× is surjective.
Corollary A.1.18 (Class group). If k is a number field, the class group Div(Ok)/k× of k is
finite. If k is a function field of a curve X over a finite field, Pic0(X)/k∗ is finite.

Proof. If D = Div(Ok) or D = Div(X) is taken with the discrete topology, there is a contin-uous map
β ↦Ï

∏
v∈Sf

℘v(β)
v : I0k Ï D

and by definition the image of k∗ gives the principal divisors, hence Im(I0k)/k× is compactand discrete, so finite.If k is a number field, Im(I0k) = Div(Ok) since if I = ∏
℘nii , consider π a uniformizer of πiand the idÃĺle η given by πnii in the places ℘i, in one archimedean place put 1∏

|πi|℘i
and 1in all the other places, so η ∈ I0k and η ↦Ï IIf k is a function field, this fails and for the surjectivity we need to restrict to Div0(X) sincethe non-archimedean valuaton |̇|∞ is not surjective and does not allow us to compensate.

Corollary A.1.19 (Unity). If S is finite and contains all the archimedean places, then
HS = {η ∈ k× : |η|v = 1, v ̸∈ S} is the direct sum of a finite cyclic group of roots of 1 and
a free abelian group of order #S − 1.

Proof. This description is given by the map
η ↦Ï (log(|η|v)) : Hs Ï

∏
S

R

it has kernel µ(k) and image a complete lattice in the hyperplane ∑
v∈S xv = 0. See [Neu13,VI.1.1]

A.2 The IdÃĺle class group

Definition A.2.1. The idÃĺle class group is the Hausdorff locally compact group
Ck := Ik/k×
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Definition A.2.2. A modulus is a formal product

M = ∏
S
℘nvv

where nv = 0 if v is complex, nv = 0 or 1 if v is real and nv = 0 for almost all v. If v ∈ Sf ,then take U0
v = O×

v and in the other cases:
U (nv )
v :=

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 + ℘nvv ⊆ K×

v if v ∈ Sf
R× if v ∈ Srand nv = 0
R>0 if v ∈ Srand nv = 1
C× if Kv = C

Hence xv ∈ Unvv means xv ∈ 1 + ℘nvv if v is finite, xv > 0 if v is real, nothing if v is complex
Definition A.2.3. Consider a modulus M, and take the open subgroup

IMk := ∏
M

U (nv )
v

Then we have the congruence subgroup mod M given by
IMk k∗/k∗ ⊆ Ckand the ray class group

Ck/CM
k

Proposition A.2.4. A subgroup of Ck is closed of finite index if and only if it contains
CM
k for some M.

Proof. CM
k is open and it is contained in IS∞

k = ∏
S∞
K×
v ×

∏
Sf U

×
v . Consider the map

(α) ↦Ï
∏

℘v(αv )
v : Ck Ï Clk or Pic0(X)

it is surjective and has kernel IS∞
k k×/k×.[Ck : IS∞

k k×/k×] = h where h = #Clk or #Pic0(X). So
[Ck : CM

k ] = h[IS∞
k k×/k× : CM

k ] = h2r ∏
Sf

[Uv : U (nv )
v ] < ∞

where r is the number of real places. Hence CM
k is open of finite index, so closed, andevery subgroups that contains CM

k is the union of finitely many cosets of CM
k , so it is closedof finite index.Conversely, take N closed of finite index, it is open, so its preimage in Ik contains a neigh-borhood of 1 of the form

W = ∏
S∞

Wv ×
∏
Sf

1 + ℘nvv

where Wv is an open ball centered in 1 and nv are suitable integers. If v is real, we canchoose Wv small enough such that Ww ⊆ R>0. So the subgroup of Ik generated by W isof the form IMk with M = ∏
℘nvv , hence CM

k ⊆ N .



86 APPENDIX A. GLOBAL CLASS FIELD THEORY
Another definition of the ray class group:

Proposition A.2.5. Let JMk ⊆ Div(Ok) (or Div0(X)) be the group of divisors prime to M,
and let PM

k ⊆ k∗ be the subgroup (a) such that if v is finite, a = 1 mod M, and if v is real,
σv(a) > 0 where σv : k Ï R is the corresponding embedding. There is an isomorphism

Ck/CM
k

∼= JMk /PM
k =: ClMk

Proof. Consider
IMk := {α ∈ Ik : α ∈ Unv

v }

Then Ik = IMk k∗ since by the approximation theorem for every α ∈ Ik there is an x ∈ k∗such that αvx = 1 mod ℘nv for v finite and αvx > 0 for v real, so β := αx ∈ IMk and
α = βx−1.If a ∈ IMk ∩ k∗, then by definition a ∈ PM

k , so there is a surjective map
α ↦Ï (α) = ∏

Sf

℘v(αv )
v : Ck = IMk /(IMk ∩ k∗) Ï JMk /PM

k

If α ∈ CM
k , then (α) = 1, so CM

k ⊆ ker. Conversely, if [α] ∈ ker, α ∈ IMk , there is (x) ∈ PM
k ,

x ∈ IMk ∩ k∗, such that (α) = (x). Consider β = αx−1, then if v is finite βv = 1 mod ℘nvv bydefinition, and if v is real βv > 0 since αv and xv are. Hence β ∈ IMk , so [β] ∈ CM
k , and since[β] = [α], we conclude.

Let us suppose that k is a number field, Ok its ring of integers, O×
k

∼= IS∞
k ∩ k× the groupof units and (O×

k )>0 = I1k ∩ k× the group of totally positive units.
Proposition A.2.6. There is an exact sequence of multiplicative abelian groups

1 O×
k /(O×

k )>0 ∏
Sr R

×/R>0 Cl1kClk 1
Proof. Remark that Cl1k = Ck/C1

k = Ik/I1kk× by proposition A.2.5 and Clk = Ik/IS∞
k k× bycorollary A.1.18.Proposition A.2.4 gives an exact sequence

1 Ï IS∞
k k×/I1kk× Ï Ck/C1

k Ï Clk Ï 1
and on the other hand we have an exact sequence

1 Ï (IS∞
k ∩ k×)/(I1k ∩ k×) = O×

k /(O×
k )>0 Ï IS∞

k /I1k = ∏
Sr

R×/R>0 Ï (IS∞
k k×)/(I1kk×) Ï 1

So combining the two we have the result
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A.3 Extensions of the base field

Let now L/k be a finite separable extension, we have an embedding Ik Ï IL given by
αv ↦Ï

∏
w|v

(αv)
Therefore, an element β ∈ IL is in Ik if and only if βW ∈ kv for all w|v and if w1 and w2divide v, then βw1 = βw2 .In particular, we have that every element of k× is in L×, therefore we have an induced mapon the class group:

Ck Ï CLwhich is injective since, f we fix M a normal closure of L with Galois group G:
Ik ∩ L× = Ik ∩M× = (Ik ∩M×)G = Ik ∩ k× = k×

Every isomorphism σ : L Ï σL induces an isomorphism IL Ï IσL trivially since σ̂ : Lw Ï Lwis an isomorphism.If now L/k is Galois with Galois group G, then every σ ∈ G induces an automorphism of
IL, hence IL is a G-module. It is not difficult to show that we have the Galois descent for Ik

IGL = {α ∈ IL : σα = α for all σ ∈ G} = Ik

Moreover, we have the Galois descent for Ck:
Proposition A.3.1. If L/k is Galois with Galois group G, then CG

L = Ck

Proof. We have an exact sequence
1 Ï L× Ï I×

L Ï CL Ï 1
And since H1(G,L×) = 0 for Hilbert 90, the sequence

1 Ï k× Ï Ik Ï CG
L Ï 1

is exact, so CG
L = CK.

Consider now v a place of k and w|v a place of L. Then every αw acts by multiplicationon Lw , so we have a norm map
NLw /kv : Lw Ï kv NLw /kv (αv) = det(αw(·))

And since if αw ∈ L×
w , then NLw /kv (αv) ∈ k×

w and if αw ∈ O×
w , then NLw /kv (αw) = 1, the normmap extends to the idÃĺle:

NL/k(α) = ∏
v∈Skw|v

NLw /kv (αw) : IL Ï Ik

The idelic norm has the same properties as the usual norm:
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Proposition A.3.2. i If k ⊆ L ⊆ F , then NF/k = NL/kNF/L

ii If L/k is embedded in a Galois extension F/k and if G = Gal(F/k) and H = Gal(F/L),
then

NL/k(α) = ∏
σ∈G/H

σα

iii if α ∈ Ik, then NL/k(α) = α[L:k]
iv If x ∈ L∗, then NL/K(x) is the usual norm

Proof. The proof of i − iii is analogue to the case of the norm of a field extension and ivis immediate.
Remark A.3.3. Since by iv NL/K(L×) ⊆ k×, we have an induced norm

NCL/Ck : CL Ï Ck

Lemma A.3.4. For any modulus M = ∏
v∈S ℘

nvv let

k×,M := {x ∈ k× : x = 1 mod M}

If nv is big enough we have

[K× : (NL/K(L×))K×M] = ∏
v∈S

#Gv
Proof. For each v fix any w|v, since the extension is Galois, they all induce the same normmap. For local class field theory NLw /kvLw ⊆ kv is an open subgroup of finite index, hence itcontains 1 +℘nvv if v is archimedean for a suitable np , or R>0 if v is real and nv = 1. Hencedefine M = ∏

v∈S ℘
nvv .Then consider M = ∏

v ℘
nvv for the nv just found. The natural map
k×/(NL/k(L×))k×M Ï

∏
v:nv ̸=0k

×
v /NLw /kv (L×

w)
is bijective for weak approximation theorem: if αv ∈ k×

v , there is x ∈ k× such that x = αvmod ℘nvv , so x ↦Ï (αv)v .If x ↦Ï 0, i.e. x = (NLw /kvLw(βv))v , then again by weak approximation there is y ∈ L suchthat y = βv mod Pnvw , hence x/NL/K(y) ∈ K×,M, so x = 0.We conclude by local class field theory which says that
k×
v /NLw /kv (L×

w) = [Lw : kv ] = #Gv
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A.4 Cohomology of the idÃĺle class group

In this section, we will prove that if k is a local field, then Ck = lim
ÊÏL/k

CL is a class formationfor the absolute Galois group Gk. We already defined Tate cohomology in Section 1.1.1
Proposition A.4.1. Let L/k a Galois extension of degree n. Then

• Ĥ1(G,CL) = 0
• #Ĥ2n(G,CL) divides n

Proof. See [CF67, VII.9]
So if L/k is a tower of extension, we have a commutative diagram given by the inflation-restriction exact sequence and passing to the limit:

0 0 0
0 H2(G(L/k), L×) H2(G(L/k), I)L H2(G(L/k), CL) 0
0 H2(Gk, k×) H2(Gk, Ik) H2(Gk, Ck) 0
0 H2(GL, k×) H2(GL, Ik) H2(GL, Ck) 0

and one can see ([CF67, VII.10]) that we have a complex
0 Ï H2(G(L/k), L×) Ï H2(G(L/k), IL) inv−−Ï Q/Z

where inv = ∑
v invv where invv is the map defined in Section 1.1.3, and since invv(infl(a)) =

invv(a) the diagram commutes:
H2(G(L/k), IL) Q/Z

H2(Gk, IL) Q/Z

infl id

Hence we have two complexes
0 Ï H2(Gk, k×) Ï H2(Gk, Ik) inv−−Ï Q/Z

0 Ï H2(GL, k×) Ï H2(GL, Ik) inv−−Ï Q/Z
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and since invw(res(α)) = nw/vinvv(α) and ∏

nw|v = [L : k] = n, we have a commutativediagram
H2(Gk, Ik) Q/Z

H2(GL, Ik) Q/Z

res n

and one can show ([CF67, VII:11.2]) that H2(Gk, Ck) ∼= Q/Z and it is induced by the arrowsjust defined, so the class formation axiom
H2(Gk, Ik) Q/Z

H2(GL, Ik) Q/Z

∼

res n

∼

is satisfied.



Appendix B

Étale cohomology

B.1 Sheafification

If F is a presheaf on (C.τ) a LEX site, consider a covering {Ui Ï U}, we have the functor
Ȟ0({Ui Ï U}, F ) given by the kernel

Ȟ0({Ui Ï U}, F ) ∏
i F (Ui) ∏

i,j F (Ui ×U Uj )
It’s functorial and left exact for the properties of the kernel. We can take the cofilteredcategory Cov(U)/ ∼ given by the refinement condition and we have

F+(U) := Ȟ0(U,F ) := lim
ÊÏ

Cov(U)/∼ Ȟ
0({Ui Ï U}, F )

F+ is a presheaf, in fact if U Ï V , {Ui Ï U} a covering, then {Ui ×U V Ï V} is a covering,we have the unique kernel morphism
Ȟ0(Ui ×U V Ï V, F ) Ï Ȟ0(Ui Ï U,F )induced by F (Ui ×U V ) Ï F (Ui) so for the universal properties of the filtered colimits wehave a natural map

Ȟ0(V, F ) Ï Ȟ0(U,F )We have now that if G is a sheaf, then by definition G+(U) = G(U), so if F α−Ï G is amorphism of presheaves with G a sheaf, then for the properties of the kernel ∃! map
F+ α+

−Ï G such that the diagram commutes:
F G

F+
α

ε α+

Recall that a presheaf is separated if the map
F (U) ↣ ∏

F (Ui)is a mono for all coverings. We have that
91
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• F+ is always separated
• If F is a separated, then ∀ {Ui Ï U} covering, ∀ {Vi Ï U} refinements, the map

Ȟ0(Ui Ï U,F ) Ï Ȟ0(Vi Ï U,F )
is injective, hence Ȟ0(Ui Ï U,F ) Ï F+(U) is injective ∀ coverings

• If F is separated, then F+ is a sheaf
Proof. [Sta, Tag 00WB]So we have a functor

a : Psh(C) Ï Sh(C, τ) F ↦Ï F++
and for the property above

HomPsh(F, iG) ∼= HomSh(aF,G) α ↦Ï α++
So a ⊣ i. So we have that

Sh(C, τ) aÎ−−−Ï Psh(C)is a reflective subcategory, so if D is a diagram in Sh(C, τ) such that iD has a limit L in
Psh(C), then aL is a limit of D in Sh(C, τ).So since (_)++ is left exact as endofunctor of Psh(C), a is left exact.
B.1.1 YonedaConsider y : C Ï Sh(C, τ) the sheafification of the Yoneda embedding. Take F a sheaf,
X ∈ C. Then, we have

F (X) ∼= HomPsh(C)(hX, F ) ∼= HomSh(C)(yX, F )
Lemma B.1.1. If Ui Ï X is a covering, then the induced map∐

yUi Ï yX

is an epimorphism.

Proof. Consider Ui Ï X By the sheaf property, we have
FX ↪Ï

∏
FUi

is a regular mono. Applying Yoneda lemma and the remark above, we get
HomSh(C)(yX, F ) ↪Ï ∏

i
HomSh(C)(yUi, F ) = HomSh(C)(∐

i
yUi, F )

is a mono, so HomSh(C)(yX, _) Ï HomSh(C)(∐
i
yUi, _)
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is a monomorphism of representable covariant functors in SetSh(C), and since the Yonedaemabedding is fully faithful and countervariant, it reflects monos to epis (and viceversa), so∐

yUi ↠ yX

is an epi
Proposition B.1.2. Consider F f−Ï G a morphism of sheaves. If ∀ X ∈ C, ∀ b ∈ G(X) we
have that ∃ {Ui Ï X} a covering and ai ∈ F (Ui) such that

f (ai) = β|Ui

Then f is an epi of sheaves.

Proof. Using the isomorphism above, we get ai : yUi Ï F and b : yX Ï G Take s, t : G Hsuch that sf = tf . We have ∐
yUi yX

F G H

φ

(ai) b s(b) r(b)
f

s

t

The central square commutes by hypothesis and the right triangle commutes by construc-tion, so we have
s(b)φ = sf (ai) = rf (ai) = r(b)φAnd since φ is an epi, we have that ∀ X, ∀ b ∈ G(X) rX(b) = sX(b) Ñ r = s

B.2 Direct images

Let f : C Ï D a functor between categories. Consider:
fp :Psh(D) Ï Psh(C)

F ↦Ï F (f ())
Proposition B.2.1. fp has a left adjoint fp

Proof. Fix X′ ∈ D. Consider the category IX′ given by
{(X,φ), X ∈ C, φ : X′ Ï f (X)}

and arrows given by X1 g−Ï X2 such that the following diagram commutes:
f (X1) f (X2)

X′

f (g)
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Consider F ∈ Psh(C)

fp(F )(X′) := colim
T∈IX′

F (T)
Such a colimit exists since Set and Ab are cocomplete. We have that (X, id) ∈ If (X), so wehave

fpfp(F )(X) = colim
T∈If (X)

∃!Î− F (X)
And we have that by definition if X ∈ IX′ we have an arrow F (f (X)) Ï F (X′) (F is counter-variant) so we have

fpfp(F )(X′) = colim
T∈IX′

F (f (x)) ∃!−Ï F (X′)
and the triangular identities are given by the universal properties.
Proposition B.2.2. In the notation above, if C is LEX and f is LEX, then fp is exact

Proof. By definition, if IX′ is cofiltered (it becomes filtered applying F), we have that lim
ÊÏ IX′is exact, so it’s enough to prove that it’s cofiltered. We have1. IX′ ̸= ∅ since if T is the terminal object of C, f (T) is the terminal object of D and wehave X Ï f (T) the only map to the terminal.2. (X1, φ1), (X2, φ2), consider X1 × X2, we have f (X1 × X2) = f (X1) × f (X2) and

X

f (X1) × f (X2)
f (X1) f (X2)

∃!

The diagram commutes so it’s cofiltered.
Take now f a continuous LEX functor, i.e. ∀ {Ui Ï U} covering, then f (Ui) Ï f (U) isa covering. This trivially means that if F ∈ Sh(D), then f∗F := F (f ) ∈ Sh(C) so we have afunctor:

f∗ : Sh(D) Ï Sh(C)such that i′f∗ = fpiWe have the following diagram:
Psh(C) Psh(D)
Sh(C, τ) Sh(D, τ)

fp

a
fp

a′

f∗
i

f∗

i′

taking f∗ := a′fpi, it’s left exact since it’s composition of left exact functors:
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Proposition B.2.3. f∗ ⊣ f∗ and so f∗ is exact.

Proof. The adjunction follows trivially by fp ⊣ fp and the fully faithfulness of the inclusion:
HomSh(D)(f∗F,G) ∼= HomPsh(D)(fpiF, i′G) ∼=

HomPsh(C)(iF, fpi′G) ∼= HomPsh(C)(iF, if∗G) = HomSh(C)(F, f∗G)
Lemma B.2.4. Comparison Lemma
If f : C′ ↪Ï C is a LEX fully faithful inclusion of LEX sites such that:

1. If {Ui Ï U} ∈ CovC′(U), U, Ui ∈ C′, then {Ui Ï U} ∈ CovC(U)
2. ∀ U ′ ∈ C ∃ {Ui Ï U ′} ∈ CovC′(U ′) with Ui ∈ C

Then f∗ and f∗ are quasi inverse and induce an equivalence of categories

Proof. We need to show that the unit and the counit are natural isomorphisms:
1. Take F ∈ Sh(C′), U ∈ C′, we have f∗f∗F (U) = (fpF )#(f (U)), so we need to prove that

F (U) fpF (f (U)) f∗f∗F (U)(i) (ii)
are isomorphisms:

(i) fpF (f (U)) = lim
ÊÏ If (U) F (X)We have (U, id) ∈ If (U), and since f is fully faithful, ∀ φ : f (U) Ï f (X) we have that

∃! ψ : U Ï X such that φ = f (φ), (U, id) is the initial object, so the unique map
F (U) Ï lim

ÊÏ
If (U)

F (X)
is an iso.(ii) By the property 2. we have that if U ∈ C′, then CovC′(U) ↪Ï CovC(U) is cofinal,so

f∗F (U) = lim
ÊÏ

CovC (U) Ȟ
0(Ui Ï U, fpF ) = lim

ÊÏ
CovC′ (U) Ȟ

0(U ′
i Ï U, fpF )

since now fpF (U) = F (U) for the previous point
lim
ÊÏ

CovC′ (U) Ȟ
0(U ′

i Ï U, fpF ) = lim
ÊÏ

CovC′ (U)Ker(
∏

F (Ui) ∏
F (Ui ×U Uj ))

which is trivially F (U) since F is a sheaf.
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2. Take F ∈ Sh(C), U ∈ C. Using the triangular identity, we have that if U ∈ C′, then
εF (U) is an isomorphism, in fact, since U = f (U) by the fully faithfulness, the triangularidentity is

f∗f∗F (U) F (U)
F (U)

εF (U)
ηU

and η is a natural iso.Now if U ∈ C, take {Ui Ï U ′} as in 2., we have
0 FU

∏
F (Ui) ∏

F (Ui ×U Uj )
0 f∗f∗FU

∏
f∗f∗F (Ui) ∏

f∗f∗F (Ui ×U Uj )
∼ ∼

So since the right-hand square commutes, the arrows on the kernels is an isomor-phism.

B.3 Cohomology on a site

Proposition B.3.1. If (C, τ) is a site, then PshAb(C) and ShAb(C) have enough injectives.

Proof. see [Sta, Tag 01DK, Tag 01DL]
B.3.1 Čech cohomologyLet (C, τ) be a site, {Ui Ï U}I a covering, F an abelian presheaf. Consider the Čechcomplex:

Ck({Ui Ï U}I , F ) := ∏
(i0...ik)∈Ik+1 F (Ui0 ×U ...×U Uik )

with cobords maps given by
dk(a)i0...ik+1 = k+1∑

j=0 (−1)j (ai0...̂j...ik+1)|Ui0×U ...×UUik+1

One can check that this is in fact a complex.We can take its cohomology
Ȟq(Ui Ï U,F ) = Hq(C•(Ui Ï U))

By definition, if F is a sheaf, then
Ȟ0(Ui Ï U,F ) = F (U)
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Proposition B.3.2. Ȟq(Ui Ï U,F ) ∼= Rq(H0(Ui Ï U, _))(F ), i.e. Ȟq(Ui Ï U, _) is a universal
cohomological δ-functor.

Proof. One can see that the Čech complex preserves exact sequences of presheaves, so
Ȟq(Ui Ï U, _) is a cohomological δ-functor on Psh(C). We need to show that injectives areacyclics: Take X ∈ C consider the free functor:

ZX(Y ) = ZHomC(X,Y )
We have that the free functor is left adjoint to the forgetful, so ∀ X, Y

HomAb(ZHomC(X,Y ), F (Y )) ∼= HomSet(HomC(X,Y ), F (Y ))
natural in Y , so

HomPshAb(C)(ZX, F ) ∼= HomPsh(C)(hX, F ) ∼= F (X)
So we have
Cq(Ui Ï U,F ) ∼= ∏

(i0...iq ) HomPshAb(C)(ZUi0×U ...×UUiq , F ) ∼= HomPshAb(C)( ⨁
(i0...iq )ZUi0×U ...×UUiq , F )

So if I is an injective presheaf, HomPshAb(C)(_, I) is an exact functor,
...

⨁
(i0...iq−1)ZUi0×U ...×UUiq−1 Ï

⨁
(i0...iq )ZUi0×U ...×UUiq ...

is an exact complex, so
...HomPshAb(C)( ⨁

(i0...iq−1)ZUi0×U ...×UUiq−1 , I) Ï HomPshAb(C)( ⨁
(i0...iq )ZUi0×U ...×UUiq , I)...

is an exact complex, so the Čech complex is exact.
One can consider again the refinement equivalence relation on Cov(U), and get againthat if {Ui Ï U} and {Vj Ï U} mutually refines, then

Ȟq(Ui Ï U,F ) = Ȟq(Vj Ï U,F )
So one can define

Ȟq(U,F ) := lim
ÊÏ

Cov(U)/∼(Ȟq(Ui Ï U,F ))
And since the colimit is filtered, it’s exact, so we have a long exact sequence. Moreover, if
Ȟq(Ui Ï U, I)) = 0 ∀ I injectives and ∀ {Ui Ï U} coverings, we have Ȟq(U, I) = 0, so

Ȟq(U,F ) ∼= Rq(Ȟ0(U, _))(F )
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B.3.2 Cohomology of Abelian sheavesLet (C, τ) be a Lex site, X ∈ C. We have a left-exact functor

ΓX : ShAb(C, τ) Ï Ab

So we can derive it and get:
Hq(X,F ) := Rq(ΓX)(F )Consider now
i : Sh(C) ↪Ï Psh(C)the inclusion functor, which is right adjoint, so left exact. Consider

Hq(F ) = Rq(i)(F ) ∈ Psh(C)
In fact, since any arrow U Ï V gives a natural map ΓV Ï ΓU , we have H0(_, F ) = F . If

F ′ Ï F Ï F ′′

is exact, then
Hq(X,F ′′) Ï Hq+1(X,F ′)is natural in X, so we have a long exact sequence of presheaves, and moreover if I isinjective, then Hq(X, I) = 0 ∀ X, so Hq(_, I) = 0, so

Hq(F ) = Hq(_, F )
Proposition B.3.3. (Hq(F ))+ = 0 ∀q ≥ 1
Proof. In fact, i has an exact left-adjoint a, so it preserves injectives1, so we can useGrothendieck’s Theorem (ai = idSh):

Rp(a)Rq(i) Ñ Rp+q(id)
But a is exact Ñ the SS degenerates at degree 2, so since id is exact

Hq(F )# = Rq(id) = 0
So now we have the counit maps

Hq(F ) Ï Hq(F )+ ↪Ï Hq(F )#
the second is mono since Hq(F )+ is separated, so Hq(F )+ = 0
Theorem B.3.4. Let F be a sheaf. We have two spectral sequences

Ȟp(Ui Ï U,Hq(F )) Ñ Hp+q(U,F )
Ȟp(U,Hq(F )) Ñ Hp+q(U,F )

1Hom(_, iI) = Hom(a(_), I), a is exact, Hom(_, I) is exact since I is injective
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Proof. Since if F is a sheaf, Ȟ0(Ui Ï U,F ) = Ȟ0(U,F ) = F (U), so we have

Sh(C) Psh(C) Abi

ΓU

Ȟ0(UiÏU_)

And again since i preserves injectives, we have a SS
Rp(Ȟ0(Ui Ï U, _))Rq(i)(F ) Ñ Rp+q(ΓU )(F )

Corollary B.3.5. We have:

1. Ȟ0(U,F ) ∼= H0(U,F )
2. Ȟ1(U,F ) ∼= H1(U,F )
3. Ȟ2(U,F ) ↣ H2(U,F )

Proof. 1. is trivial. 2. and 3. follow directly from the exact sequence of low degree terms:
0 Ȟ1(U,F ) H1(U,F ) Ȟ0(U,H1F ) = 0

Ȟ2(U,F ) H2(U,F ) ...

B.3.3 Flasque Sheaves

Definition B.3.6. F ∈ Sh(C) is Flasque (or Flabby) if for all U , for all {Ui Ï U} we have
Ȟq(Ui Ï U,F ) = 0, q > 0It’s clear that if F is an injective sheaf, then since i preserves injectives and Ȟq(Ui Ï U, _)is a universal δ-functor, then F is Flabby
Proposition B.3.7. Consider 0 Ï F ′ Ï F Ï F ′′ Ï 0 exact sequence of sheaves:

i. If F ′ is flasque, then it’s an exact sequence of presheaves

ii. If F ′ and F are flasque, then F ′′ is flasque.

iii. If F and G are flasque, then F ⊕G is flasque

Proof. i. Consider the long exact sequence
Ȟ0(Ui Ï U,F ′) Ȟ0(Ui Ï U,F ) Ȟ0(Ui Ï U,F ′′)

Ȟ1(Ui Ï U,F ′) = 0
And since they are all sheaves, we have 0 Ï F ′(U) Ï F (U) Ï F ′′(U) Ï 0 exact ∀ U .
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ii. Consider the long exact sequence

Ȟq(Ui Ï U,F ) Ȟq(Ui Ï U,F ′′)
Ȟq+1(Ui Ï U,F ′)If q ≥ 1, then
Ȟq(Ui Ï U,F ) = Ȟq+1(Ui Ï U,F ′) = 0 Ñ Hq(Ui Ï U,F ′′) = 0

iii. Since∏
i0...iq

(F ⊕G)(Ui0 ×U ...×U Uiq ) ∼= ∏
i0...iq

F (Ui0 ×U ...×U Uiq ) ⊕
∏
i0...iq

G(Ui0 ×U ...×U Uiq )
we have an isomorphism of complexes

C•(Ui Ï U,F ⊕G) ∼= C•(Ui Ï U,F ) ⊕C•(Ui Ï U,G)And so
Ȟq(Ui Ï U,F ⊕G) ∼= Ȟq(Ui Ï U,F ) ⊕ Ȟq(Ui Ï U,G) = 0 for q ≥ 1

Corollary B.3.8. If F is a sheaf, then TFAE:
i. F is flasque

ii. F is Hq-acyclic (so Hq(U,F ) = 0 for all U)
Proof. i. Ñ ii. Consider an injective resolution0 F I1 I2...

I1/FSince F and I1 are flasque, then I1/F is flasque, and by induction if I1/Ij−1 and Ij+1 areflasque then Ij+1/Ij is flasque, so0 iF iI1 iI2...
i(I1/F )is exact in Psh(C), so Hq(F ) = Rq(i)(F ) = 0

ii. Ñ i. Consider the spectral sequence
Ȟq(Ui Ï U,Hq(F )) Ñ Hp+q(U,F )It degenerates in degree 2 by hypothesis, so
Ȟq(Ui Ï U,F ) ∼= Hp(U,F ) = 0
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B.3.4 Higher Direct Image

If (C, τC) f−Ï (D, τD) is a morphism of LEX site, we have
Sh(D) Sh(C)f∗

f∗

with f∗ ⊣ f∗ and f∗ exact, so f∗ preserves injectives.If now T ′ f−Ï T g−Ï T ′′ are morphisms of LEX sites, by definition(gf )∗(F ) = F (gf ) = f∗F (g) = (f∗g∗)(F )So since g∗ preserves injectives we have a spectral sequence
Rpf∗Rqg∗(F ) Ñ Rp+q(gf )∗(F )

Remark B.3.9. f∗ = afpi′,since i′ preserves injectives and a and fp are exact 2, we have aspectral sequence degenerating at degree 2
Rp(afp)Rq(i′)(F ) Ñ Rp+qf∗FSo Rqf∗F ∼= (fpHq(F ))#

Corollary B.3.10. If F is flasque, then Rqf∗F = 0 ∀ q ≥ 1If eT the terminal object of a LEX site T , we set
Hp(T, F ) := Hp(eT , F )

Remark B.3.11. If f : T Ï T ′ morphism of LEX sites, eT the terminal object of T, we have
f (eT ) = e′

T , so (ΓeT f∗)(F ) = F (f (eT )) = ΓeT′ , so we have Leray’s spectral sequence
Hp(T,Rqf∗F ) Ñ Hp+q(T ′, F )This gives a canonical map
Hp(T, f∗F ′) Ï Hp(T ′, F ′)And if we consider F Ï f∗f∗F the unit map, we have a canonical map

Hp(T, F ) Ï Hp(T, f∗f∗F ) Ï Hp(T ′, f∗F )
B.4 Étale cohomology

B.4.1 The small Ãľtale site

Definition B.4.1. Let k be a field, a finite k-algebra A is Ãľtale if
A ∼= K1 × ...×Knwith Kj/k finite separable.

20 Ï F ′ Ï F Ï F ′′ Ï 0 exact of Psh(C) iff 0 Ï F ′(X) Ï F (X) Ï F ′′(X) Ï 0 is exact ∀ X, in particular if
X = fY
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Consider X a Noetherian scheme.Consider a morphism of finite type Y Ï X, y ∈ Y , x = f (y)

Definition B.4.2. f is unramified at x ∈ X if the schematic fiber Yx = Y ×X Spec(k(x)) isaffine, namely Yx = Spec(B), and B is an Ãľtale k(x)-algebra.
Definition B.4.3. A morphism of finite type Y Ï X is unramified at y ∈ Y if OX,x Ï OY,ysatisfies

MxOY,y = My(i.e. it’s of relative codimension 0) and k(x) ⊆ k(y) is separable.
Remark B.4.4. If f is unramified at y, we have

Yx = ∐
yj∈f−1(x)Spec(k(yj )) = Spec( ∏

yj∈f−1(x)k(yj ))
Since locally (Yx)yj ∼= Spec(OY,yj ⊗OX,x K(x)) ∼= Spec(OY,yj /Myj )So if f is unramified at y, it’s unramified at f (y)
Definition B.4.5. A morphism of finite type Y Ï X is Ãľtale at y ∈ Y if it’s flat andunramified
f is Ãľtale if it’s Ãľtale ∀ y ∈ Y

We have trivially the following properties:
1. Open immersions are Ãľtale, closed immersions are unramified
2. The composition of unramified (Ãľtale) is unramified (Ãľtale)
3. Base change of unramified (Ãľtale) is unramified (Ãľtale)

We have the following:
Lemma B.4.6. Let S f−Ï S a morphism of finite type, then TFAE:

i. f is unramified

ii. ∆X/S : X Ï X ×S X is an open immersion

Proof. See [Sta], Lemma 28.33.13
So we have the following

Proposition B.4.7. If f : Y Ï X, g : Z Ï Y such that fg is Ãľtale and f is Ãľtale, then g is
Ãľtale
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Proof. Consider the base change

Y X ×S Y

X X ×S X

(g id)
g (id g)∆

Since ∆ is open for the previous lemma, Y Ï X ×S Y is Ãľtale. Consider then
X ×S Y Y

X S

g fg
f

By definition, X ×S Y Ï Y is the second projection, so it’s Ãľtale since f is Ãľtale. Finally
Y (id,g)−−−Ï Y ×S X

π2−Ï X is Ãľtale.
Consider Et(X) the category of the étale X-schemes, we can define the étale topology

τet on Et(X) as
{Ui

fi−Ï U} : U = ⋃
i
fi(Ui)

By the previous proposition, this maps are all étale and the topology is subcanonical.
Definition B.4.8. We define the small Ãľtale site of X

Xet = {Et(X), τet)}
So we can define ∀ F ∈ Sh(Xet) the étale cogomology of F as

Hp
et(X,F ) = Rp(ΓX)(F )

If X′ ∈ Xet , we define
Hp
et(X′, F ) = Rp(ΓX′)(F )

Proposition B.4.9. Consider Y f−Ï X a morpfism of schemes, we have a morphism of LEX
sites

Xet
f−1
−−Ï Yet (X′ Ï X) ↦Ï (X′ ×X Y Ï Y )

Proof. • Since X′ Ï X is étale and the fiber product of étale is étale, f−1(X′) is étale.
• It is left exact by definition: it preserves final object (X ×X Y ∼= Y ) and fiber product(universal properties and diagram chasing).
• Consider {Ui

f−Ï U} an étale covering, we need U ×X Y = ∪i(fi ×X id)(Ui ×X Y ), i.e. weneed ∐
i

(Ui ×X Y ) (fi×Xid)−−−−−Ï U ×X Y



104 APPENDIX B. ÉTALE COHOMOLOGY
to be an epimorphism.Since ∀ u ∈ U ∃i : ∃ ui ∈ Ui : u = fi(ui), using Yoneda ∀ Ω algebraically closed fields
∃ i such that the following diagram commutes:

Ui

Spec(Ω) U

fi
U

ui

Consider u′ ∈ U ×X Y such that π2(u′) = u = fi(ui), we have
Ui ×X Y ∼= Ui ×X Y ×U U ∼= (U ×X Y ) ×U Uiso for the universal property of the fiber product

Spec(Ω)
Ui ×X Y Ui

U ×X Y U

ui

u′

∃! u′
i

So f−1 is continuous.
So if Y f−Ï X is a morphism of schemes, it induces a morphism of topoi

Sh(Yet) Sh(Xet)f∗

f∗

With (f∗F )(X′) = F (X′ ×X Y ) and f∗(F ′) = (fp(F ′))#. We have that(fp(F ′))(Y ′) = lim
ÊÏ(X′,φ)∈IY ′

F (X′)
Where X′/X is étale and the diagram commutes

Y ′

X′ ×X Y Y

φ

So by the universal property, we just get the pairs (X′, ψ) where
Y ′ X′

Y X

ψ

f
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If now f is étale, we have (Y ′, Id) is the initial object of IY ′ , hence

fpF (Y ′) = F (Y ′)
Hence fpF = F|Y , and it’s a sheaf, so f∗F = F|Y One can show ([Sta], Lemma 18.16.3) thatsince f is étale, we have that f∗ has an exact left adjoint f!, so f∗ preserves injectives. So wehave a composition

Sh(Xet) Sh(Yet) Abf∗

ΓY

Γ
So we have a spectral sequence

Rp(Γ)Rq(f∗)F Ñ Rp+q(ΓY )F
But f∗ is exact, so it degenerates in degree 2 and we have

Hp(Xet , F|X) ∼= Hp(Yet , X, F )
On the other hand,

(Rqf∗F )(X′) = Hq(Yet , Y ×X X′, F ) ∼= Hq((Y ×X X′)et , F )
Again we have Leray SS

Hp(X,Rqf∗F ) Ñ Hp+q(Y, F )gives the maps
Hp(X, f∗F ) Ï Hp(Y, F ) (B.1)And again if F = f∗G, we have G Ï f∗f∗G, then

Hp(X,G) Ï Hp(X, f∗f∗G) Ï Hp(Y, f∗G) (B.2)
B.5 Galois cohomology

B.5.1 G-modules

Definition B.5.1. If G is a topological group, let G − set be the category of continuous
G-sets, i.e. G-sets where

G × X Ï XIs continuous if we endow X with the discrete topology.
Proposition B.5.2. If G is a profinite group, then we have an equivalence of categories

Gset Sh(Gsetf , τc)
X HomG(_,X)
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Proof.

1. HomG(_, X) is a sheaf for the canonical topology (i.e. the functor is well defined)
• If X is finite, then by definition the canonical topology is the finest where repre-sentables are sheaves.
• If X ∈ Gset , then consider the stabilizer

Gx = {g ∈ G : gx = x}

Gx is the fiber of {x}, open since {x} is open. In particular, #Ox = [G : Gx] isfinite, so
X = ∐

i
Xi

for Xi finite sets
• HomG(_,∐Xi) ∼= ∐ HomG(_, Xi), and the coproduct of sheaves is a sheaf

2. Define a quasi-inverse:Let H ≤ G open normal subgroup, define E(G/H) the continuous left G-set defined bythe action σx̄ = σ̄ x̄
H acts trivially on E(G/H), so Gg = Hg−1, open, so the action is continuous. We havea right action that gives a map of G-sets (_σ ), so if F is a sheaf we have an action over
F (E(G/H) given by σx = F (_σ )(x). Since if H ′ ≤ H is normal in G we have

F (E(G/H)) Ï F (E(G/H ′))
a functor

Sh(Gsetf , τC) G − set

F colimH F (E(G/H))
3. Consider the canonical isomorphism

ψ1 : HomG(E(G/H), Z) Ï ZH

Then we have colim
H

HomG(E(G/H), Z) ∼= colim
H

ZH ∼= Z

4. since {E(G/H0) _x−Ï XH0}x is a covering for the canonical topology, we have
F (XH0) Ï

∏
x
F (E(G/H0)) ∏

(x,x)F (E(G/H0) ×XH0 E(G/H0))
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is exact ∏

x
F (E(G/H0)) = HomSet(XH0 , F (E(G/H0)))

and s ∈ Ker( ) iff s is G/H0-equivariant, so F (XH0) ∼= HomG/H0(XH0 , F (E(G/H0)))Take now H0 small enough such that XH0 = X (it is finite), so
F (X) = F (XH0) HomG/H0(XH0 , F (E(G/H0)))

HomG(X,F (E(G/H0)) HomG(X,F (E(G/H0)H0)
∼

∼

∼

Remark B.5.3. The same proof gives an equivalence
Gmod ∼= ShAb(Gsetf , τC)

M Ï HomG(_,M)So if e is the terminal object in Gsetf (i.e. the singleton) we get
Γe(M) = HomG(e,M) = MG

So Hq(e,M) = Rq((_)G) = Hq(G,M) the usual group cohomology
B.5.2 Hochschild-Serre spectral sequence

If G f̃−Ï G′ is a morphism of profinite groups, we have
(G′setf , τC) f−Ï (Gsetf , τC)

where f (X) is X with the action given by gx = f̃ (g)x. It’s a morphism of LEX sites, so itinduces
f∗ : G′mod Ï Gmod

M ↦Ï HomG(G′,M)If f̃ is surjective, i.e. G′ ∼= G/N , we have
HomG(G′,M) ∼= MN

So Rpf∗M = Hp(N,M), so we have the spectral sequence
Hp(G/N,Hq(N,M)) Ñ Hp+q(G,M)

In particular, we have the exact sequence of low degree terms:
0 Ï H1(G/N,MN ) Ï H1(G,M) Ï (H1(N,M))G/N Ï H2(G/N,MN ) Ï H2(G,M)
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B.5.3 The étale site of Spec(k)
Theorem B.5.4. Let k be a field, consider Gk its absolute Galois group. Consider the
functor

γ : Spec(k)et Ï (Gk − setf , τC)(X = Spec(A)) ↦Ï XK̄ = Homk(A, k̄)
with the action given by the composition A α−Ï k̄ Ñ A α−Ï k̄ σ−Ï k̄. Then γ is an isomorphism
of sites (i.e. a bicontinuous equivalence of categories)

Proof. See [Tam12, Âğ2]
B.5.4 Čech, Ãľtale and GaloisConsider for any Ãľtale sheaf F the complex of presheaves Č•(F ) such that Č•(F )(U) =
Č•(U,F ).If X is quasi-projective over an affine scheme, we have for [Mil16, III.2.17] that Ȟr(U,F ) =
Hr(U,F ). In particular,

Hr(Cr(F )(U)) = Ȟr(U,F ) ∼= Hr(U,F ) = Hr(F )(U)
Hence Hr(C•(F )) ∼= Hr(F )
Proposition B.5.5. Let X be quasi-projective over an affine scheme, F an Ãľtale sheaf on
X. Then

(a) For every f : Y Ï X there is a canonical map f∗C•(F ) Ï C•(f∗F ) which is a quasi
isomorphism if f is Ãľtale

(b) Let X = Spec(K) and F a sheaf on F corresponding to a GK-module M . Then C•(X,F )
is the standard resolution of M defined using inhomogeneous chains.

Proof. (a) If V Ï X is Ãľtale, there is a canonical morphism defined in B.2
Γ(V, F ) Ï Γ(VY , f∗F )

In particular, we have a canonical map
Γ(U,Cr(F )) Ï Γ(UY , Cr(f∗F )) = Γ(U, f∗Cr(f∗F ))

which by definition commutes with the map induced by the cobords, so we have acanonical morphism of complexes
C•(F ) Ï f∗C•(f∗F )

which by adjointness gives a canonical map
f∗C•(F ) Ï C•(f∗F )

And if f is Ãľtale we have
Hr(f∗C•(F )) ∼= Hr(F )U ∼= Hr(FU ) ∼= Hr(C•(f∗F ))
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(b) If U/X is a finite Galois cover with Galois group G, then C•(U/X, F ) is by definition thestandard complex of the G-module F (U) (just checking, see [Mil16, III 2.6]). By passingto the limit we have the result.

B.6 The fpqc Site

Definition B.6.1. Consider families of arrows {Ti
fi−Ï T}I such that:

1. Ti fi−Ï T is flat for any i and T = ⋃
i fi(Ti)

2. ∀ U ⊆ T open affine ∃ a finite subset J ⊆ I such that ∃ Vj ⊆ Tj , j ∈ J open affine suchthat U = ⋃
j fj (Vj )

This families give rise to a Grothendieck pretopology called the fpqc topology (fidÃĺlementeplate quasi-compact)
One can show that an Ãľtale covering is in fact an fpqc covering (cfr. [Sta], Lemma33.8.6).We have this useful lemma:

Lemma B.6.2. A presheaf F is a sheaf for the fpqc topology if and only if

1. It is a sheaf for the Zariski topology

2. It satisfies the sheaf property for {Spec(B) ↠ Spec(A)} with A Ï B faithfully flat

Proof. cfr [Sta], Lemma 33.8.13
So we can now enounce the main theorem:

Theorem B.6.3. The fpqc topology is subcanonical.

Proof. We can use the previous lemma: We have that hX is a Zariski sheaf for the glueinglemma: if we have an open cover Ui of U and arrows φi : Ui Ï X such that
φi|Ui∩Uj = φj |Ui∩Uj

We have that ∃! φ : U Ï X such that φ|Ui = φi. In other words,
Hom(U,X) = Eq(∏(Hom(Ui, X)) ∏(Hom(Ui ∩Uj , X)) = ∏(Hom(Ui ×U Uj , X)))
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On the other hand, consider A Ï B faithfully flat, in particular π : Spec(B) Ï Spec(A) issurjective. Consider f : Spec(B) Ï X such that the following diagram commutes:

Spec(B⊗A B)
Spec(B) Spec(B)

X

f
f

This means that as a map of sets, f factors through Spec(A), i.e. ∃ g a map of sets suchthat the diagram commutes
Spec(B) X

Spec(A)
f

π g

Since f is continuous and π is summersive ([Sta], Lemma 28.24.11), g is continuous.Take now p ∈ Spec(A) and g(p) ∈ U ⊆ X for some open affine U = Spec(R). So p ∈ g−1(U)is open, hence we can choose a ∈ A such that p ∈ D(a) ⊆ g−1(U) We have now
fπ−1(D(a)) : D(a) ⊆ Spec(B) Ï Spec(R)corresponds to a ring map R Ï B[1/a]. By hypothesis, the following diagram commute:

Spec((B⊗A B)[1/a]) ∼= Spec((B[1/a] ⊗A[1/a] B[1/a])
Spec(B[1/a]) Spec(B[1/a])

Spec(R)fπ−1(D(a)) fπ−1(D(a))

By definition, A[1/a] Ï B[1/a] is faithfully flat and so the following sequence is exact:
0 A[1/a] B[1/a] B[1/a] ⊗A[1/a] B[1/a]1⊗id−id⊗1

So R Ï B[1/a] factors uniquely through A[1/a], hence
D(a) ⊆ Spec(B) Spec(R)

D(a) ⊆ Spec(A)
πD(a)

f|D(a)
∃!ψa
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So we get that ∀ p ∈ Spec(A) ∃D(a) and ψa such that the previous triangle commutes, hencethe ψa glue to a map Spec(A) Ï X, hence

0 hX(Spec(A)) hX(Spec(B)) hX(Spec(B⊗A B))π(_)
is exact, so hX is a sheaf.

In particular, hX is a sheaf for the Ãľtale topology. Moreover, by the same argument, wehave that the internal hom: let π : U Ï X be a map in some site (X, τ) less fine then fpqc,then the presheaf Hom(F,G)(U) = Hom(π∗F, π∗G) is a sheaf and we have a bifunctor
Hom(_, _) : Shτ(X)op × Shτ(X) Ï Shτ(X)

which is left exact in the two variables, so we can derive it and obtain Ext (by the samemeans of Ext we can check that it is the same if we derive the first or the second variable)
B.7 Artin-Schreier

By Yoneda lemma, we have that if hX is represented by a commutative group scheme, then
hX is a presheaf of abelian groups.
Definition B.7.1. Let X be a scheme. Then the sheaf

Ga := HomSch(_,Ga) = HomRings(Z[T], _)
is a sheaf of abelian groups.We have a natural inclusion of sites ε : XZar ↪Ï Xet which induces a left exact functor

εsSh(XZar) Ï Sh(Xet)
F ↦Ï (U π−Ï X ↦Ï Γ(U,π∗F ))

Which trivially preserves injectives since π∗ does. So if F is a quasi coherent OX-module itgives a spectral sequence
Hp
Zar(X,RqεsF ) Ñ Hp+qét (X,Fét)where Fét(U Ï X) = Γ(U,F ⊗OX OU ), it is a sheaf for the faithfully flat descent (see [Fu11,Ch. 1] and [Tam12, 3.2.1])

Theorem B.7.2. If F is a quasicoherent Zariski OX-module, then RqεsF = 0 for q > 0, so
in particular

Hpét(X,Fét) = Hp
Zar(X,F )

Proof. [Tam12, 4.1.2]
Consider a scheme X of characteristic p, we have the Frobenius morphism

Frob : Ga Ï Ga
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Theorem B.7.3. The morphism ℘ = Frob − Id : Ga Ï Ga is epi with kernel Z/pZ

Proof. Consider U Ï X étale and s ∈ Ker(℘)(U), i.e. s ∈ Γ(U,OU ) such that sp = s. Bydefinition, this are all and only the elements of the image of the characteristic morphism
Z/pZ ↪Ï Γ(U,OU ), hence we have a left exact sequence

0 Ï Z/pZ Ï Ga Ï Ga

The surjectivity comes from the fact that for every ring A of characteristic p the Artin-Schreier algebra A ↪Ï A[T]/(Tp − T − a) is free and Ãľtale. In fact, it’s enough to show that
∀ U Ï X ∃ {Ui Ï U} an Ãľtale covering such that ∀ s ∈ OU (U)× ∃ ai ∈ OUi (Ui) such that
api − ai = s|Ui .Consider an open affine cover U = ⋃

j Vj with Vj = Spec(Aj ). Hence we have an Ãľtalesurjective map
Aj [T]/(Tp − T − s|Vj ) ÊÏ AjSo take Uj = Spec(Aj [T]/(Tp −Ts|Vj ), we have that Uj ↠ Vj ↪Ï U is Ãľtale and ⋃

Uj = ⋃
Vj =

X, so we have an Ãľtale covering {Ui Ï U} such that
sUi = Tp − T

So we have an exact sequence (called Artin Schreier exact sequence):
0 Ï Z/pZ Ï Ga

℘−Ï Ga Ï 0
So if X has dimension d Hr(X,Ga) = Hr

Zar(X,OX) = 0 for r > 2d, and we have a boundedexact sequence in cohomology
0 Ï . . . Hrét(X,Z/pZ) Ï Hr

Zar(X,OX) ℘−Ï Hr
Zar(X,OX) . . . Ï H2dét (X,Z/pZ) Ï 0

B.8 Kummer theory

Definition B.8.1. Let X be a scheme. Then the sheaf
Gm := HomSch(_,Gm) = HomRings(Z[T, T−1], _)

is a sheaf of abelian groups.
B.8.1 Useful exact sequences

Kummer Exact SequenceConsider n ∈ Z and the morphism of sheaves given by the n-th power:
Gm,X

(_)n−−Ï Gm,X
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It is clear that

Ker((_)nX) = {x ∈ OX(X)× : xn = 1} = µnSo we have a left-exact sequence
0 Ï µn,X Ï Gm,X

(_)n−−Ï Gm,X

Proposition B.8.2. If n is invertible in X, then the sequence is exact

Proof. It’s enough to show that ∀ U Ï X ∃ {Ui Ï U} an Ãľtale covering such that ∀ s ∈
OU (U)× ∃ ai ∈ OUi (Ui) such that ani = s|Ui .Consider an open affine cover U = ⋃

j Vj with Vj = Spec(Aj ).By definition, n ∈ A×
j and bythe properties of morphisms of rings, s|Vj ∈ A×

j , so ns|Vj ∈ A×
j . Hence we have an Ãľtalesurjective map

Aj [T]/(Tn − s|Vj ) ÊÏ AjSo take Uj = Spec(Aj [T]/(Tn−s|Vj ), we have that Uj ↠ Vj ↪Ï U is Ãľtale and ⋃
Uj = ⋃

Vj = X,so we have an Ãľtale covering {Ui Ï U} such that
sUi = Tn

Exact sequence for the Zariski topologyLet X be any scheme, recall that a Prime Weil divisor is a closed irreducible subscheme ofcodimension 1.
Definition B.8.3. The sheaf of Weil divisors on XZar is

DivX(U) = ZZ prime Weil divisor Ñ DivX = ⨁
codim(Z)=1 iZ∗Z

Proposition B.8.4. If X is regular connected, then we have an exact sequence of Zariski
sheaves: 0 Ï O×

X Ï K× Ï DivX Ï 0
Proof. If U ⊆ X affine, U = Spec(A), we have the exact sequence

0 Ï A× Ï K× Ï Div(A) = Z℘:ht(℘)=1
So we have a left exact sequence

0 Ï O×
X Ï K× Ï DivXAnd on the stalk, 0 Ï O×

X,x Ï K× Ï Div(OX,x)And since X is regular, OX,x is a regular local ring Ñ UFD, so every prime of height 1 isprincipal for Krull Hauptidealsatz, hence the sequence is exact
Remark B.8.5. If η is the generic point and g : η Ï X is the inclusion, then K× = g∗(K×)
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Exact sequence for the Ãľtale topology

Theorem B.8.6. If X is regular connected, then we have an exact sequence of Ãľtale
sheaves: 0 Ï Gm,X Ï g∗Gm,K Ï DivX Ï 0
Proof. g is dominant so Gm,X Ï g∗Gm,K is injective. Consider U Ï X an Ãľtale connectedscheme, so U is regular, hence on Uzar we have

0 Ï Gm,U Ï K(U)× Ï DivU Ï 0
exact, so we get the exactness on the Ãľtale site.
B.8.2 Cohomology of GmRecall the isomorphism:

ShAb(Spec(k)et) GkMod

F lim
ÊÏH≤Gk open

F (γ−1(EGk/H)) = lim
ÊÏ k′/k finite

F (Spec(k′))
∼

Lemma B.8.7. Consider X = X1 ∐
...

∐
Xn, consider the Zariski cover {Xi Ï X} we have

that ∀ F sheaf
Hq(X,F ) = ∏

Hq(Xi, F ) ∀ p ≥ 0
Proof. Since if i ̸= j we have Xi ×X Xj = ∅ and Xi ×X Xi ∼= Xi, the Čech cobordism is just

dn(a)i0...in = δi0...in
n∑
k=0(−1)ka

hence it is either the zero map if n is odd and the identity if n is even, hence the Čechcomplex is exact for any presheaf. So in particular
Ȟp({Xi}, HqF ) = 0 ∀ p ≥ 1

Ȟ0({Xi}, HqF ) = ∏
HqF (Xi) = ∏

Hq(Xi, F )We have the degenerating spectral sequence
Ȟp({Xi}, HqF ) Ñ Hp+q(X,F )

So Ȟ0(Xi, HqF ) ∼= Hq(X,F ), hence the thesis.
Lemma B.8.8. Let X be a scheme, x ∈ X. Consider j : Spec(k(x)) Ï X. Then R1j∗(Gm,x) =0
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Proof. R1j∗(Gm,x) is the sheaf associated to

X′/X Ãľtale ↦Ï H1(X′ ×X Spec(k(x)),Gm,x)Since X′/X is Ãľtale, then X′ ×X Spec(k(x)) is the spectrum of an Ãľtale k(x)-algebra, hence
X′ ×X Spec(k(x)) ∼= x′1 ∐

...
∐

x′
kwith xj = Spec(Kj ) and Kj/k(x) finite separable. So

H1(X′ ×X Spec(k(x)),Gm,x) = k∏
j=1H

1(x′
j ,Gm,x) = k∏

j=1H
1(GKj , K

×
j ) = 0

The last equality is Hilbert 90. So R1j∗(Gm,x) is the sheaf associated to 0 Ñ R1j∗(Gm,x) = 0
Remark B.8.9. Considering Leray Spectral Sequence for j :

Hp(X,Rq j∗Gm,x) Ñ Hp+q(x,Gm,x)Taking the exact sequence of low-degree terms:
H0(X,R1j∗Gm,x) H2(X, j∗Gm,x) H2(x,Gm,x)

So using the previous lemma, we have a mono H2(X, j∗Gm,x) ↣ H2(x,Gm,x)
Proposition B.8.10. Consider Zx the skyscraper sheaf Z with support

{
x

}
, conisder

j : x Ï X, then
H1(X, j∗Zx) = 0

Proof. We have again Leray Spectral Sequence
Hp(X,Rq j∗Zx) Ñ Hp+q(x,Zx)which gives the exact sequence of low-degree terms

0 H1(Z, j∗Zx) H1(x,Zx)
And H1(x,Zx) ∼= H1(Gk(x),Z), the action on Z is trivial, so

H1(Gk(x),Z) = Homcont(Gk(x),Z)ButGk(x) is compact, Z is discrete and has no finite nonzero subgroups Ñ Homcont(Gk(x),Z) =0 Recall the definition of the sheaf of Weil divisor:
DivX = ⨁

x∈X1 Zx

With X1 the subset of points of codimension 1, and the Picard group: if X is normalconnected, then
K× Ï DivX(X) Ï Pic(X) Ï 0
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Theorem B.8.11. If X is regular connected, then:

i H1(X,Gm,X) ∼= Pic(X)
ii H2(X,Gm,X) ↣ H2(GK(X), K(X)×)

Proof. Consider η the generic point and g : K(X) Ï X its inclusion. We have the exactsequence of Ãľtale sheaves:
0 Ï Gm,X Ï g∗Gm,η Ï DivX Ï 0

We have the long exact sequence in cohomology:
0 H0(X,Gm,X) H0(X, g∗Gm,η) H0(X,DivX)

H1(X,Gm,X) H1(X, g∗Gm,η) H1(X,DivX)
H2(X,Gm,X) H2(X, g∗Gm,η)

And since:
• H0(X, g∗Gm,η) = Gm,η(K(X)) = K(X)×
• H1(X,DivX) ∼= ⨁

x∈X1 H1(X, i∗Zx) = 0
• H1(X, g∗Gm,η) = 0

We have:
i K(X)× DivX(X) H1(X,Gm,X) 0
ii 0 H2(X,Gm,X) H2(X, g∗Gm,η) and from the previous lemmaH2(X, g∗Gm,η) ↣
H2(η,Gm,η) = H2(GK(X), K(X)×)

Remark B.8.12. If H2(GK(X), K(X)×) = 0, then ∀ n invertible we have that Kummer exactsequence induces in cohomology
0 µn(OX(X)) OX(X)× OX(X)×

H1(X,µn) Pic(X) Pic(X)
H2(X,µn) H2(X,Gm,X) = 0

n

n
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B.9 Cohomology of µn

Definition B.9.1. A field K is said to be C1 if for all n and all nonconstant homogeneouspolynomials f (T1 . . . Tn) with degree d < n there is (x1 . . . xn) ∈ Kn\0 such that f (x1 . . . xn) =0
Proposition B.9.2. If K is C1, then Br(K) = 0
Proof. Let D be a K-division algebra of degree r2, consider N : D Ï K the reduced norm.Since N(x)N(x−1) = 1 for all x ∈ D \ {0}, then N has no nonrtivial zeros, but if e1 . . . er2 is a
K-basis of D then N is a homogeneous polynomial in K[T1...Tr2 ] of degree r, so r ≤ r2 Ñ
r = 1.
Theorem B.9.3 (Tsen). If k is an algebraically closed field and K is an extension of
transcendence degree 1, then K is C1.

Proof. [Del, Arcata, 3.2.3]
Theorem B.9.4. Let k be an algebraically closed field and X/k be a proper smooth curve
with genus g . Then we have that

Hr(X,µn) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
µn(k) if r = 0(Z/nZ)2g if r = 1
Z/nZ if r = 20 otherwise

Proof. Applying remark B.8.12 we have an exact sequence0 Ï H1(X,µn) Ï Pic(X) n−Ï Pic(X) Ï H2(X,µn) Ï 0We can use the exact sequence
0 Ï Pic0(X) Ï Pic(X) deg−−Ï Z Ï 0And since Pic0(X) can be identified with the group of k-rational points of the Jacobian,which is an abelian variety of dimension g , we have that Pic0(X) n−Ï Pic0(X) is surjectiveand its kernel is (Z/nZ)2g , hence we have

0 (Z/nZ)2g H1(X,µn) 0
0 Pic0(X) Pic(X) Z 0
0 Pic0(X) Pic(X) Z 0

0 H2(X,µn) Z/nZ 0

n

deg

n n

deg
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B.10 Sheaves of modules

Definition B.10.1. Let Λ be a (non necessarily commutative) ring and C a site. We canconsider the abelian subcategory Sh(C,Λ) of Sh(C) given by the sheaves of Λ-modules. Wecan consider the tensor product of F,G ∈ Sh(C,Λ) as the sheafification of(F ” ⊗ ” G)(X) ↦Ï FX ⊗Λ GXSo we have a bufunctor_ ⊗Λ _ : Sh(C,Λ) × Sh(C,Λ) Ï Λ −modOn the other hand, we can consider the sheaf
Hom(F,G)(U) = HomSh(X,Λ)(FU , GU )This is already a sheaf since HomSh(X,Λ) is bi-left exact. It comes straightforward that_ ⊗Λ G ⊣ Hom(G, _)Since HomSh(F⊗ΛG,H) = HomPsh(F”⊗Λ”G,H) = HomPsh(F,Hom(G,H)) = HomSh(F,Hom(G,H)).So _⊗ΛF is right exact and Hom(F,) is left exact. We can derive them and obtain Tori(_, G)and Exti(G, _)We say that a sheaf of Λ-modules F is flat if _ ⊗Λ F is exact

Proposition B.10.2. Sh(X,Λ) has enough flat objects.

Proof. If X is the terminal object, consider a covering {Ui
φi−Ï X} ∈ Cov(X). Consider thesheaf

φi!(Λ)(V ) = {Λ if V ∈ Cov(Ui)0 otherwiseThen by definition φi!(Λ) is flat. Consider now F ∈ Sh(X,Λ) and take the free resolutions
⊕φIii!(Ui) ↠ F (Ui)so we have a flat quotient
⊕i(φi!(Λ))Ii ↠ F

Remark B.10.3. Suppose that F is locally constant Z-constructible (it is enough finitely pre-sented), then if x̄ is a point for the topology considered (when this makes sense) we have
Hom(F,G)x̄ ∼= Hom(Fx̄, Gx̄)Then the flat reslution is also locally free, so if ⊕i(φi!(Λ))Ii is as before, consider x̄ , thenfor all F

RHom(⊕i(φi!(Λ))Ii , F )x̄ = RHomΛ(ΛJ , Fx̄) = HomΛ(ΛJ , Fx̄)In particular, if M , N and P ∈ Db(X,Λ) and P is locally constant Z-constructible, the adjunc-tion gives a quasi isomorphism
RHom(M,RHom(N,P)) ∼= RHom(M ⊗L N,P)This is in general not true, we usually take M (resp. N) to be _ ⊗ N-acyclic (resp. M ⊗ _-acyclic)
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Remark B.10.4. If f−1 : Y Ï X is a continuous morphism of sites, F,G ∈ Sh(X,Λ), then
f∗(F ⊗Λ G) ∈ Sh(Y,Λ) is the sheafification of(V ↦Ï F (f−1V ) ⊗Λ G(f−1V )# = f∗F ⊗ f∗G

B.11 Henselian fields

Let R be a strictly henselian DVR with fraction field K and residue field k. Let K be aseparable closure of K and let I = GK.
Proposition B.11.1. For any torsion I-module with torsion prime to p = char(k), there
are canonical isomorphisms

Hq(I,M) ∼=
⎧⎪⎨⎪⎩
MI if q = 0
MI (−1) if q = 10 otherwise

Where for any torsion abelian group we set

A(−1) := Hom( lim
ÎÉ(n,p)=1µn(k), A)

Proof. Consider P ⊆ I be the wild ramification subgroup, it is a profinite p-group. Then(_)P is exact in the category of torsion modules with torsion prime to p, since every torsion
P-module is a filtered colimit of finite P-modules with order prime to p, and every opennormal subgroup of P has index a power of p, so

H1(P,M) = lim
ÊÏ
U⊆P

lim
ÊÏ
Mi

H1(P/U,MU
i ) = 0

Consider the morphism
x ↦Ï 1[P : StabP(x)] ∑

g∈P/StabP (x)gx : M Ï MP

It induces a morphism MP Ï MP 3. We can see that the map induced by the quotient
MP Ï MP is the inverse4So Hochschield-Serre degenerates in degree 2 and

Hu(I/P,MP) ∼= Hu(I/P,MP) ∼= Hu(I,M)But since I/P is the Galois group of the maximal tamely ramified extension, it is isomorphicto ∏
ℓ ̸=p Ẑℓ = lim

ÊÏ(n,p)=1µn(k)
and the result comes from [Fu11, 4.3.9]

3if x = g ′m −m, then if g ′ ̸∈ StabP(x), ∑
gg ′m −

∑
gm = 0, if g ′ ∈ StabP(x), then m = g ′(x −m) = g ′2m.If p ̸= 2, m = g ′m so ∑

gg ′m −
∑
gm = 0. If p = 2, then x = g ′(m − g ′m) = −g ′x = −x and since 2 does notdivide the torsion x = 04Since if x ∈ MP ∑

g∈P/StabP (x) gx = [P : StabP(x)]x, and since MP Ï MP is injective it is an isomorphism
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B.12 The Étale site of a DVR

The reference for this section is [Maz73].Let us fix some notation:
• O will be be a Discrete Valuation Ring (from now on, DVR) with uniformizer θ, quotientfield K and residue field k, always assumed to be perfect.
• K a fixed algebraic closure of K and v the extension of the valuation to K, K0 ⊆ K themaximal unramified extension of K with respect to v, and its residue field k will bethe algebraic closure of k, (_)v the completion with respect to v (recall that Kv

∼= Kv)
• Gv = Gal(Kv/Kv) the decomposition subgroup, Iv = Gal(Kv/K0v) the inertia subgroup.Recall that if O is henselian, then Gv = GK.
• GK = Gal(K/K), Gk = Gal(k/k), SK = GK-mod (equiv. ShAb(Spec(K)et)) and Sk = Gk-mod (equiv. ShAb(Spec(k)et)).
• α : Gk ∼−Ï Gv/Iv

• τ = α∗π∗ : SK Ï Sk, i.e. τM = MIv with Gk-action induced by α. It is left exact.
• SO be the mapping cylinder of τ.

Recall ([Tam12]) that if Y i−Ï X is a closed immersion and U = X \ Y j−Ï X is the openimmersion of the complementary, then let C be the mapping cylinder of τ = i∗j∗, we havean equivalence of categories
Shet(X) ∼−Ï C F ↦Ï (j∗F, i∗F, i∗F i∗ε jF−−Ï i∗j∗j∗F = τj∗F )

where ε j is the counit of the adjunction j∗ ⊣ j∗. Hence, we have
Spec(k) i−Ï Spec(O), Spec(O) \ Spec(k) = Spec(O[ 1θ ]) = Spec(K)

Hence if O is henselian (i.e. Gv = GK), SO is equivalent to the Ãľtale site of Spec(O) via themaps given above and the equivalences, in particular:
a. j∗F = Fj since j is an open immersion (hence Ãľtale), so in the equivalence relative to
Spec(K) we get

j∗F ↔ lim
ÊÏ

L/K finiteF (L)
b. If now u Ï Spec(k) is Ãľtale, then u = ∐

Spec(ℓi) with ℓi/k finite separable, hence i∗F isthe sheaf associated to
U ↦Ï lim

ÊÏ
U/Spec(O) etalewith lift UÏSpec(k)

F (U)
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But we have a terminal object: it’s U = ∐(Spec(OLi )) with OLi is the integral closure of Oin the unramified extension Li/K induced by ℓi, so in the equivalence relative to Spec(k)we get

i∗F ↔ lim
ÊÏ

L/K finiteunramified
F (OL)

So via this equivalence we have
GmO = ( lim

ÊÏ
L/K finiteunramified

U(OL), lim
ÊÏ

L/K finiteL
∗, lim

ÊÏ
L/K finiteunramified

iL) = (U0, K∗0, ” ⊆ ”)
with iL the inclusion O∗

L ⊆ L∗, U0 the group of units of the integral closure of O in K0 seenas a Gk-module, and GmK as usual K∗ with GK action. Then we have an exact sequence
0 Ï GmO = (K∗, U0, ” ⊆ ”) Ï j∗GmK = (K∗, (K∗)Iv = K∗0, id) Ï i∗Z = (0,Z, 0) Ï 0

Which follows directly from the discrete valuation
0 Ï U0 Ï K∗0 v−Ï Z Ï 0

Remark B.12.1. If O is henselian and k is finite, then
Rq j∗(GmK) = (0, Rqτ(GmK), 0) = (0, Hq(Iv , K∗), 0) = 0

The last equality follows from local class field theory (see [Ser62, X,7, prop 12])
Lemma B.12.2. Let O be a strictly henselian DVR and X = Spec(O), i : s Ï S its closed
point, j : η Ï S its generic point, Iv = Gal(η/η). Then for any sheaf of Z/nZ-modules on
η we have

(Rq j∗F )s =
⎧⎪⎨⎪⎩

(Fη)I if q = 0(Fη)I (−1) if q = 10 otherwise

Proof. Since O is strictly Henselian, the only Ãľtale neighourhood of s is X itself, hence
(Rj∗F )s = RΓ(S,Rj∗F ) = RΓ(η, F )

So (Rq j∗F )s = Hq(I, Fη) and the result comes from proposition B.11.1.
Lemma B.12.3. Let X be a noetherian scheme of pure dimension 1, i : x Ï X a closed
point, M a constant sheaf of Z/nZ-modules on X, we have canonically:

Rqi!M ∼= {
M(−1) if q = 20 otherwise
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Proof. Consider Xx̄ the strict localization of X in x. Consider the open immersion

j : X \ {x} Ï X

and its base change
j̄ : Xx̄ ×X X \ {x} Ï Xx̄By hypothesis, Xx̄ is a strictly local trait and Xx̄ ×X X \ {x} is its generic point, so bylemma B.12.2 we have

(Rq j∗j∗M)x̄ = (Rq j̄∗ j̄∗M)x̄ =
⎧⎪⎨⎪⎩
M if q = 0
M(−1) if q = 10 otherwise

So the canonical morphism
M Ï j∗j∗Mis an isomorphism: this is trivial on X \ x and on x it follows from the formula for q = 0.Consider the triangle in D+(X,Z/nZ)

i∗Ri!M Ï M Ï Rj∗j∗M Ï

which gives in cohomology
0 Ï i∗i!M Ï M Ï j∗j∗M Ï i∗R1i!M Ï 0

So i!M = 0 and R1i!M = 0 since the middle arrow is an iso and i∗ is fully faithful. Continuingin cohomology we have for q ≥ 2 isomorphisms
Rq−1j∗j∗M ∼= i∗Rqi!MSo the result follows.

Remark B.12.4. Using the language of derived categories, this translates as
Ri!M = M(−1)[2]

Lemma B.12.5. If X is a trait and F is a sheaf on the open point j : η Ï X, M the
corresponding Gη-module, then Hr(X, j!F ) = 0
Proof. Consider the exact sequence

0 Ï j!F Ï Rj∗F Ï i∗i∗Rj∗F Ï 0
Recall that i∗j∗F ∼= (MI )x Since RΓ(X,Rj∗F ) = RΓ(η, F ) = RΓ(Gη,M) and RΓ(X, i∗i∗Rj∗F ) =
RΓ(x, i∗Rj∗F ) = RΓ(Gx,MI ), and since MGη = (MI )Gx , we have the long exact sequence

Hr(X, j!F ) Ï Hr(Gη,M) ∼−Ï Hr(Γ(Gx,Γ(I,M))) Ï

Hence Hr(X, j!F ) = 0
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Derived categories

C.1 Triangulated categories

Definition C.1.1. A triangulated category is an additive category C together with a trans-
lation functor, i.e. an automorphism T : C Ï C, and distinguished triangles, i.e. sextuples(X,Y, Z, u, v,w) such that X, Y and Z are objects of C and u : X Ï Y , v : Y Ï Z and
w : Z Ï TX are morphisms. Abusing notation, a triangle will be usually written

Z

X Y

w

u

v

A morphism of triangles is a triple (f,g,h) forming a commutative diagram
X Y Z TX

X′ Y ′ Z′ TX′

u

f

v

g

w

h Tf

u′ v′ w′

This data must satisfy the axioms:
TR1 • Triangles are closed under isomorphisms,

• For every u : X Ï X there exists Z, v and w such that (X,Y, Z, u, v,w) is a triangle,
• (X,X, 0, id, 0, 0) is a triangle

TR2 (X,Y,Z,u,v,w) is a triangle if and only if (Y,Z, TX, v,w,−Tu) is a triangle
TR3 Given two triangles (X,Y, Z, u, v,w) and (X′, Y ′, Z′, u′, v′, w′), and morphisms f : X Ï

X′, g : Y Ï Y ′ commuting with u and u′, then there exists an arrow h : Z Ï Z′ suchthat (f, g, h) is a morphism of triangles.
TR4 (The octohedral axiom) Suppose we have the triangles

• (X,Y, Z′, u, j, ·),
123
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• (Y,Z,X′, v, ·, i),
• (X,Z, Y ′, vu, ·, ·)

Then there exist arrows f : Z′ Ï Y ′ and g : Y ′ Ï X′ such that
X′

Z′ Y ′

(Tj)i
f

g

is a triangles and
Z′ Y ′ Y ′ X′

TX Z

f
g

are commutative
The same definition with reverse arrows leads to a cotriangulated category. If C is trian-gulated, then Cop is cotriangulated
Definition C.1.2. • A functor F : C Ï C′ between two triangulated categories is called a

covariant ∂-functor if it commutes with the translation functor and preserves triangles
• A functor H : C Ï A from a triangulated category to an abelian category is called a

covariant cohomological functor if for any triangles (X,Y, Z, u, v,w) the long exactsequence
· · ·H(T iX) T iu−−Ï H(T iY ) Tiv−−Ï H(T iZ) Tiw−−Ï H(T i+1X) Ti+1u−−−Ï H(T i+1Y ) · · ·

is exactWe will writeH i(X) forH(T iX). The same definition applies to contravariant homologicalfunctors by reversing the arrows and consider cotriangulated categories.
Proposition C.1.3. a) The composition of any two morphisms in a triangle is zero

b) If C is triangulated andM is an object, then HomC(_,M) and HomC(M, _) are ∂ functors.

c) In the situation of TR3, if f and g are isomorphisms then also h is

Proof. a) Let (X,Y, Z, u, v,w) be a triangle. By TR2, (Y,Z, TX, v,w,−Tu) is a triangle, so itis enough to show that uv = 0. By TR1, (Z,Z, 0, id, 0, 0) is a triangle, we have w : Y Ï Zand id : Z Ï Z satisfying the hypothesis of TR3, so there is h : TX Ï 0 such that
T(v)(−T(u)) = 0, and since T is an automorphism, it is conservative, hence uv = 0

b) Let (X,Y, Z, u, v,w) be a triangle. By TR2, it is enough to show that
HomC(M,X) Ï HomC(M,Y ) Ï HomC(M,Z)
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is exact. By a), the composition is zero. So take g ∈ HomC(M,Y ) such that vg = 0. Thenthe triangles (M, 0, TM, 0, 0, id) and (Y,Z, TX, v,w,−Tu), and the arrows g : M Ï Y and0 : 0 Ï Z satisfy TR3, hence we have an arrow f ′ : TX Ï TM such that −Tuf ′ = Tg ,and since T is an automorphism we have that f ′ = −Tf , so we have f st uf = g .With the same proof we have HomC(_,M) is a contravariant cohomological functor.

c) Consider the situation in TR3 and apply HomC(Z′, _), we have a commutative diagramwith exact rows
Hom(Z′, X) Hom(Z′, Y ) Hom(Z′, Z) Hom(Z′, TX) Hom(Z′, TY )
Hom(Z′, X′) Hom(Z′, Y ′) Hom(Z′, Z′) Hom(Z′, TX′) Hom(Z′, TY )

u()
f ()

v()
g()

w()
h() Tf ()

Tu()
Tg()

u′() v′() w′() Tu′()
where f (), g(), Tf () and Tg() are isomorphisms, hence h() is an isomorphism. Take
φ = (h())−1(idZ′) ∈ Hom(Z′, Z), we have hφ = idZ . Using now Hom(_, Z) we have
ψ ∈ Hom(Z,Z′) such that ψh = idZ , hence φ = ψ = h−1.

C.1.1 The homotopy category

Let A be an abelian category, K(A) the homotopy category. Let f : X Ï Y , then we definethe mapping cone Cone(f ) = X[1] ⊕ Y with differentials given by ( dX [1] f [1]0 dY
). It well-posedsince if f ∼ f ′, i.e. f − f ′ = sndn + sn+1dn+1, then Cone(f ) ∼= Cone(f ′) as complexes withisomorphism given by ( IdX 0

s IdY
), which has inverse ( IdX 0

−s IdY
)

In particular, Cone(idX) is null homotopic: consider the maps ( 0 0
idXn 0 ) : (X[1])n ⊕ Xn Ï(X[1])n−1 ⊕ Xn−1, they give the homotopy:( −dn+1

X idXn+10 dnX

)( 0 0
idXn+1 0 ) + ( 0 0

idXn−1 0 )( −dnX idXn0 dnX

)= ( idXn+1 0
dnX 0 )+( 0 0

−dnX idXn
)= ( idXn+1 00 idXn

)
Theorem C.1.4. K(A) has a structure of triangulated category with translation functor
the shifting operator, i.e. T(X) = X[1] and Tn(X) = X[n], and triangles given by sextuples
homotopically equivalent to mapping cones, i.e. (X,Y, Z, u, v,w) is a triangle if and only
if we have quasi isomorphisms with

Proof. We have to check the axioms: The first axiom comes by definition and the previousremark shows that (X,X, 0, idX, 0, 0) is a triangle.The other axioms come from technical details (see [?, Tag 014P]).
Corollary C.1.5. Using the same idea, one can show that K+(A), K−(A) and Kb(A) are
full trinagulated subcategories of K(A)
Proof. [?, Tag 014P]
Remark C.1.6. Let H : K(A) Ï A the functor that sends a complex K into H0(K) and let
H i be HT i. It is a cohomological functor.
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Proof. Let u : X Ï Y be a morphism of complexes. We have an exact sequence

0 Ï Y Ï Cone(u) Ï X[1] Ï 0
so by the snake lemma we have a long exact sequence in cohomology

H i(Y ) Ï H i(Cone(u)) Ï H i+1(X) δ−Ï H i+1(Y )
we need to show that δ = u, but by the construction with the snake lemma, δ is given bythe diagram:

Zn(Y )
0 Yn Cone(u)n Xn+1 0
0 Yn+1 Cone(u)n+1 Xn+2 0

Bn+1(Y )

(1,0)

(0,1)

So since δ = Hn(δ′) where δ′ given by
δ′ = (0, 1)( −dn+1

X un0 dnY

)( 10 ) = un

hence if (X,Y, Z, u, v,w) is a triangle we have the long exact sequence
· · ·H i(Y ) Ï H i(Cone(u)) Hn(u)−−−Ï H i+1(X) · · ·

C.2 Localization

Definition C.2.1. Let C be a category. Then a collection S of arrows is said to be a multi-
plicative syuem if it satisfies the following axioms:
FR1 S is closed under composition and idX ∈ S for all X
FR2 If s, s′ ∈ S, u, u′ any arrows that form the diagrams s s′

u′

u
then

we have t, t ′ ∈ S and v, v′ any arrows such that we have commutative squares
v

t s s′

u′

t ′u v′
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FR3 If f, g : X Ï Y are any parallel arrows in C, then the following conditions are equivalent:

(i) There exists s ∈ S such that sf = sg(ii) There exists t ∈ S such that ft = gt

Definition C.2.2. If C is a category and S is a collection of arrows, then the localization of
C with respect to S is given by a category CS and a functor Q : C Ï CS such that
a) For all s ∈ S, Q(s) is an isomorphism
b) For every functor F : C Ï D such that for all s ∈ S, F (s) is an isomorphism, then thereis a unique functor F ′ : CS Ï D such that F = F ′Q

If the localization exists, it is unique up to isomorphisms of categories (standard argument).
Proposition C.2.3. Let S be a multiplicative system, then the localization CS exists and
is given by:

Ob(CS) = Ob((C))
HomCS (X,Y ) =lim

ÊÏ IopX
HomC(X′, Y )

where IX is the category whose objects are {(X′, s), s ∈ S, s : X′ Ï X} and
arrows are commutative diagrams

X1 X2
X

f

s1 s2

Furthermore, if C is additive, so it CS.

Proof. We have that
(i) IX ̸= ∅ since (X, idX) ∈ IX

(ii) (X1, s1), (X2, s2), consider (W, t1, t2) as in FR2, we have u = s1t1 = s2t2 ∈ S, so (W,u) ∈
IX and by FR2 we have that t1, t2 induces morphisms

(X1, s1)
(W,u)

(X2, s2)

t1

t2
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so IopX is filtered. So f ∈ HomCS (X,Y ) is represented by a diagram

X′

X Y

s a

with s ∈ S, and two diagrams (X′, s, a) and (X′′, t, b) define the same morphism if thereexius u : X̃ Ï X in S and a diagram
X̃

X′ X′′

X Y

f g

u

s b

To compose morphisms
X′ Y ′

X Y Y Z

s a t b

one uses FR2 to find a commutative diagram
X′′

X′ Y ′

X Y Z

t ′ c

s a t b

By the same argument as before, we can see that the composition does not depend on X′,
Y ′ and X′′, so CS is well defined, and by construction

Q : C Ï CS

such that if X f−Ï Y , then Q(f ) is given by the diagram X

X Y

idX f If now s ∈ S,
then Q(s) is an isomorphism with inverse Y

X Y

s idY

If F : C Ï D such that F (s) is an isomorphism, we can define F ′ as
F ′(f ) = lim

ÊÏ
IX

F (s)−1F (a)
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F ′ is unique by definition and F = F ′Q by definition.Moreover, if C is additive, since IopX is filtered then

lim
ÊÏ
IX

HomC(X′, Y )
is an abelian group (filtered colimits exists in Ab) and the composition distributes.
Definition C.2.4. Let C be a triangulated category and S a multiplicative system. S is saidto be compatible with the triangulation if
FR4 s ∈ S if and only if Ts ∈ S

FR5 As in TR3, if f, g ∈ S then h ∈ S

Proposition C.2.5. If C be a triangulated category and S a multiplicative system com-
patible with the triangulation, then CS has a unique structure of triangulated category
such that Q is a ∂-functor universal for all δ-functors, i.e. such that if F : C Ï D is a
∂-functor between triangulated categories such that for all s ∈ S F (s) is an isomorphism,
then there exists a unique ∂-functor F ′ : CS Ï D such that F = F ′Q.

Proof. Easy but technical, see [Sta, Tag 05R6]
Proposition C.2.6. Let C be a category and D a full subcategory, let S be a multiplicative
system in C such that D ∩ S is a multiplicative system in D. Assume that one of the
following condition is true:

(i) For every morphism s : X′ Ï X with s ∈ S and X ∈ D, there is a morphism
f : X′′ Ï X′ such that X′′ ∈ D and sf ∈ S

(ii) For every morphism s : X Ï X′ with s ∈ S and X ∈ D, there is a morphism
f : X′ Ï X′′ such that X′′ ∈ D and fs ∈ S (the dual statement)

Then the natural functor DS∩D Ï CS is fully faithful

Proof. Straightforward by definition of HomD(X,Y )
Proposition C.2.7. Let C be a category, S be a multiplicative system and Q : C Ï CS the
localization. Let D be a category and F,G : CS Ï D two functors. Then the natural map

α : Nat(F,G) Ï Nat(FQ,GQ)
is an isomorphism

Proof. Since Ob(C) = Ob(CG), α is injective. Since every morphism in CS is representedby a diagram
X′

X Y

s a
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and since Fs and Gs are isomorphisms, we have that if η : FQ Ï GQ, then η′

X is given bythe composition:
FX′

FX FY

GX′

GX GY

Fs Fa

ηX

GsηX(Fs)−1 ηY
Gs Ga

C.3 The definition of Derived Category

Proposition C.3.1. Let C be a triangulated category, A an abelian category andH : C Ï A
a cohomological functor. Consider

S := {
s ∈ Arr(C) such that H(T is) is an isomorphism for all i ∈ Z

}
Then S is a multiplicative system compatible with the triangulation.

Proof. FR1 Trivial by definition
FR2 Let s ∈ S and a diagram

Z

X Y

s

u

Using TR1, complete s to a triangle (Z, Y,N, s, f , g). Complete fu to a triangle (W,X,N, t, fu, h).Then we have a commutative square
X N

Y N

fu

u idN
f

so by TR3 there is a map v : W Ï Z giving a morphism of triangles
W X N TW

Z Y N TZ

t

v

fu

u

h

idN Tv
s f g

Then sv = ut , so it remains to prove that t ∈ S.Since s ∈ S, we have the long exact sequence
HT iZ ∼−Ï HT iY Ï HT iN Ï HT i+1Z ∼−Ï HT i+1Y
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hence HT iN = 0 for all i ∈ Z. Hence the long exact sequence

HT i−1N = 0 Ï HT iW HTit−−−Ï HT iX Ï HT iN = 0
shows that HT it is an isomorphism for all i, hence t ∈ S. The dual statement isanalogous.

FR3 Let f : X Ï Y be a morphism. Since C is additive, it is enough to show the equivalenceof
(i’) There exists s : Y Ï Y ′, s ∈ S such that sf = 0(ii’) There exists t : X′ Ï X, t ∈ S such that ft = 0

Suppose (i′) holds, so complete s into a triangle (Z, Y, Y ′, v, s, u). Since sf = 0 and
Hom(X,Z) v()−Ï Hom(X,Y ) s()−Ï Hom(X,Y ′)

is exact, there exists g : X Ï Z such that vg = f , so we can again complete g to atriangle (X′, X, Z, t, g,w). since now
Hom(X,Y ) ()g−Ï Hom(X,Z) ()t−Ï Hom(X′, Z)

is exact and f = vg , we have ft = 0. By the same method as FR2, since s ∈ S we havethe long exact sequence
HT iY ∼−Ï HT iY ′ Ï HT i+1Z Ï HT i+1Y ∼−Ï HT i+1Y ′

So HT iZ = 0, hence the long exact sequence
HT i−1Z = 0 Ï HT iX′ HTit−−−Ï HT iX Ï HT iZ = 0

shows that HT it is an isomorphism for all i, hence t ∈ S. The other implication isanalogous.
FR4 Trivial by definition since T is an automorphism of C

FR5 We have a morphism of long exact sequence
HT iX HT iY HT iZ HT i+1X HT i+1Y
HT iX′ HT iY ′ HT iZ′ HT i+1X′ HT i+1Y ′

HT if HT ig HT ih HTi+1f HTi+1g

Since by hypothesis HT if and HT ig are isomorphisms, by five lemma HT ih is anisomorphism, so h ∈ S.
Corollary C.3.2. Let A be abelian, K(A) the homotopy category, then if Qis is the class
of the quasi isomorphisms, is a multiplicative system compatible with the triangulation
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Definition C.3.3. Let A be abelian. The derived category D(A) of A is defined as K(A)Qis.Similarly, we define D+(A), D−(A) and Db(A), and they are all full subcategories via propo-sition C.2.6
Remark C.3.4. The functor "complex in degree 0" A Ï D(A) is fully faithful and its essentialimage consists of the complexes such that H i(X) = 0 for i ̸= 0.
Proof. Let f : A Ï B in A. Then f = 0 in D(A) if and only if there is a quasi isomorphism
s : B Ï X such that sf is null homotopic. Since B is in degree zero, si = 0 for all i ̸= 0 andby the commutativity of the squares, s0 : B Ï Ker(d0

X), and since H0(B) = B, s0 induces anisomorphism
s : B ∼−Ï H0(X)so its inverse induces a map
t : Ker(d0

X) Ï Bsuch that td−1
X = 0 and ts0 = idB. So if s0f = d−1h, we have that

f = ts0f = td−1h = 0
So the functor is faithful.Take now f ∈ HomD(A)(A,B), it is represented by:

0 A 0
X−1 X0 X1

0 B 0
d−1 s

a

d0

Since sd−1 = 0 and ad−1 = 0, we have that s and a factorize through X0/Im(d−1), so wehave a quasi isomorphism t which is the identity in degree ̸= 0 and the passage to thequotient in degree zero. Hence f is also represented by
0 A 0

X−1 X0/Im(d−1) X1

0 B 0
0 s

a

d0

So taking t the inverse of s in cohomology, we have that if ι : Ker(d0)/Im(d−1) ↪Ï X0/Im(d−1)is the inclusion, sιt = id So f is the image of a map A Ï B via the composition with ιt. Sothe functor is full.Then we conclude by construction.
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C.3.1 Enough injectivesWe will see now another description of D+(A) if A has enough injectives. We first needthree technical lemmas: Let fix an abelian category A

Lemma C.3.5. Let f : Z Ï I be a morphism of complexes of an abelian category such
that Z is acyclic, In is injective for all n and I is bounded below. Then f is null-homotopic.

Proof. We will construct an homotopy by induction. For n << 0, In = 0. Then let hn bezero (since fn is zero). So supposed that for all n < p we have constructed hn such that
fn = hndnZ + dn−1

I hn−1. Then consider gp := fp − dp−1
I hp−1: we have

gpdn−1
Z = dpI fp−1 − dp−1

I (fp−1 − dp−2
I hp−2) = 0

Hence g factorizes through ZpIm(dp−1
Z ) = Zp/Ker(dp) since Z is acyclic. But since Ip isinjective and Zp/Ker(dp) Ï Zp+1 is mono, we have an extension hp := Zp+1 Ï Ip such that

hpdpZ = g , hence fp = hpdpZ + dp−1
I hp−1

Lemma C.3.6. Let s : I• Ï Y• a quasi isomorphism of complexes where Ip is injective
and I• is bounded below. Then s is an homotopical equivalence

Proof. Consider the mapping cone Z• = TI• ⊕ Y•, then Z• is acyclic by the long exactsequence in cohomology. Hence the map v : Z• Ï TI• is null-homotopic by lemma C.3.5.So consider the homotopy (k, t) : TI• ⊕ Y• Ï I•

Then we have that:
v = (idI , 0) = (k, t)dZ + dI (k, t) Ñ

{
idI = kdZ + ts + dIk,0 = tdZ + dIt

The second one gives that t is a morphism of complexes, the first one that ts ∼ idI .
Lemma C.3.7. 1) Let P be a subset of Ob(A) and assume

(i) Every object of A admits an injection into an element of P

Then every complex X• of K(A) admits a quasi isomorphism into a bounded below
complex I• of objects of P such that every map Xp Ï Ip is mono.

2) Assume furthermore that P satisfies

(ii) If 0 Ï X Ï Y Ï X Ï 0 is a short exact sequence such that X ∈ P, then Y ∈ P
if and only if Z ∈ P

(iiii) There exists a positive integer n such that if

X0 Ï · · ·Xn Ï 0
is exact and X0 · · ·Xn−1 ∈ P, then Xn ∈ P
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Then every complex X ∈ K(A) admits a quasi isomorphism into a complex I• of objects
of P

Proof. 1) We may assume Xp = 0 for p < 0. Then consider an embedding X0 Ï I0 with
I0 ∈ P. Then we can suppose that we have I0 · · · Ip−1. Consider the pushout

Xp−1 Xp

Ip/im(Ip−1) Q

Consider an embedding Q Ï Ip and define the maps as in the pushout. By construction,
I• is a complex and X• Ï I• is a quasi isomorphism and every map Xp Ï Ip is mono

2) Let i0 be an integer, and consider the truncated complex
0 Ï Ker(di0) Ï Xi0 Ï · · ·

Then by 1) we have a quasi isomorphism into a complex I• with elements in P with each
Xp Ï Ip mono. So consider the complex X•0 as

· · ·Xi0−2 Ï Xi0−1 Ï I i0 Ï I i0+1 Ï · · ·

Then we have a quasi-isomorphism X• Ï X•0 such that every map Xp Ï Xp0 is mono.Suppose now that i1 ∈ Z and that we have X•1 a complex where Xp ∈ P for p > i1. Take
i2 < i1. We can find by the previous step a quasi isomorphism X•1 Ï X′• such that X′p ∈ Pfor p ≥ i2 and such that every map Xp1 Ï X′p is mono. Then take Yp = coker(Xp1 Ï X′p),
Yp is an acyclic complex and by property (ii) for p ≥ i2 Yp ∈ P, and for property (iii), for
p ≥ i1 +n we have Bp(Y•) ∈ P (just take the exact sequence Yp−n Ï · · · Ï Yp Ï Bp Ï 0)Then we have an exact sequence

0 Ï Xi1 Ï Q Ï Bi(Y ) Ï 0
where Q is the pushout of the diagram

Xi−11 Xi1
Bi(X′) Q

So we can define
Xp2 =

⎧⎪⎨⎪⎩
X′i if p < i1 + n
Q if p = i1 + n
Xi1 if p > i1 + nThen by construction X1 Ï X2 is a quasi isomorphism and Xp2 ∈ P for p ≥ i2 and

Xp2 = Xp1 for p > i1 + n.So now if i0 > i1 > · · · is a strictly decreasing sequence of integers, choose X0 as
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in the first step and X1, X2 · · · for i1, i2 · · · as in the second step. Then we have quasiisomorphisms

X Ï X0 Ï X1 Ï X2 · · ·

and for each p we have that
Xp Ï Xp0 Ï Xp1 Ï Xp2 · · ·

is eventually constant and eventually in P, hence lim
ÊÏ

Xr is the required complex.
Proposition C.3.8. Let A be an abelian category and let I be the additive subcategory
of injective objects. Then the natural functor

α+ : K+(I) Ï D+(A)
is fully faithful. If A has enough injectives, then α+ is an equivalence.

Proof. We have that K+(I)Qis is a multiplicative system in K+(I) and lemma C.3.6 givesthe condition (ii) of proposition C.2.6, hence the natural functor
D+(I) Ï D+(A)

is fully faithful, and lemma C.3.6 says that every quasi isomorphism in K+(I) is an isomor-phism, hence K+(I) = D+(I).If now A has enough injectives, apply lemma C.3.7 to P = I and we have that every objectin D+(A) is isomorphic to one in K+(I).
Remark C.3.9. With the dual construction, we can show that if P is the additive subcategoryof injective objects, then the natural functor

α− : K−(P) Ï D−(P)
is fully faithful. If A has enough projectives, then α− is an equivalence.
C.4 Derived Functors

Definition C.4.1. Let K∗(A) be a triangulated subcategory of A. Then K∗(A) ∩ Qis is amultiplicative system in K∗(A). We say that K∗(A) is a localizing subcategory if the naturalfunctor
K∗(A)K∗(A)∩Qis Ï D(A)

is fully faithful and we will denote D∗(A) := K∗(A) ∩Qis

Example C.4.2. K+(A), K−(A) and Kb(A) are localizing subcategories for proposition C.2.6



136 APPENDIX C. DERIVED CATEGORIES
Definition C.4.3. Let A and B be abelian categories and K∗(A) a localizing subcategoryof K(A), and let

F : K∗(A) Ï K(B)be a ∂-functor. Let Q∗ : K∗(A) Ï D∗(A) and Q : K(B) Ï D(B) be the localization functors.Then the right derived functor of F is a ∂-functor
R∗F : D∗(A) Ï D(B)

together with a natural transformation of functors from K∗(A) to D(B):
ξ : QF ·−Ï R∗FQ∗

with the universal property that for every δ-functor
G : D∗(A) Ï D(B)

and every natural transformation
ζ : QF ·−Ï GQ∗

there is a unique natural transformation η : R∗F Ï G such that the following diagramcommutes
QF GQ∗

R∗FQ∗

ξ

ζ

ηQ∗

By the usual argument, if R∗F exists it is unique up to natural isomorphism.
Notation. If K∗(A) is resp. K+(A), K−(A) or Kb(A), we will write R+F , R−F or RbF . Ifthere is no confusion, we will simply write RF . We will also write RpF for Hp(RF )
Remark C.4.4. • If φ : F ·−Ï G is a natural transformation and both RF and RG exist,then there is a unique Rφ : RF Ï RG compatible with ξ . This follows from thedefinition:

QF RFQ∗

QG RGQ∗

ξF

Qφ RφQ∗

ξG

So there is a unique Rφ such that ξGQφ = RφQ∗ξF

• If K∗∗(A) ⊆ K∗(A) are two localizing subcategories, then if
F : K∗(A) Ï K(B)

is a ∂-functor, then if Q∗∗ is the localization functor for K∗∗(A) we have a map (thesymbol "|" indicates the restriction of the functor to the subcategory)
QF|K∗∗(A) = (QF )|K∗∗(A) Ï (RFQ∗)|K∗∗(A) = (RF )|D∗∗(A)Q∗∗
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hence by the unversal property we have

R∗∗(F|K∗∗(A)) Ï (R∗F )|D∗∗(A)
In general, it is not an isomorphism, but for all the application we need it will be.

Theorem C.4.5 (Existence). Let A, B, K∗(A) and F as before, suppose that there is a
triangulated subcategory L ⊆ K(A) such that

EX1 Every object of K∗(A) admits a quasi isomorphism to an object of L

EX2 If I• ∈ L is acyclic, then FI• is acyclic

Then F admits a right derived functor (RF, ξ) and for every object I• ∈ L,

ξI•QF (I•) Ï RFQ∗(I•)
is an isomorphism in D(B).
Proof. First, we need to show that F|L preserves quasi-isomorphisms: let I1 s−Ï I2 a quasiisomorphism, complete it to a triangle (I1, I2, J, s, ·, ·). Then since L is triangulated J ∈ L andwe have already observed that J is acyclic. Hence FJ is acyclic, and since F is a ∂-functor,(FI1, FI2, FJ, Fs, F ·, F ·) is a triangle in K(B), and for the long exact sequence we have that
FI1 Fs−Ï FI2 is a quasi isomorphism.So by the universal property of the localization F induces a functor

F : LQis Ï D(B)
such that QF = FQL.By hypothesis, L, Qis and K∗(A) satisfy the same hypothesis as proposition C.3.8, hencethe full inclusion T : LQis Ï D∗(A) is an equivalence of categories. So fix a quasi inverse

U : D∗(A) Ï LQis

and the natural isomorphisms
α : 1LQis Ñ UT β : 1D∗(A) Ï TU

Then we can define R∗F := FU . We need to define ξ :Let X ∈ K∗(A) and let I ∈ L such that QL(I) = UQ∗(X). Then we have an iso in D∗(A):
βQ∗X : Q∗X ∼−Ï TU(Q∗X) = TQL(I)

Since T is an inclusion, the isomorphism is represented by a diagram
Y

X I

ts
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where s, t are quasi isomorphisms, and by hypothesis EX1 we can suppose Y ∈ L. Henceapplying F we have that Fs is a quasi isomorphisms, so this gives an morphism in D(B)

ξX : QFX Ï QFI = FQLI = FUQ∗X = RFQ∗X

It is obvious that ξX does not depend on Y and it is natural in X. By construction then (RF, ξ)is the derived functor of F (it is constructed to have the universal property). Moreover, ifin the construction X ∈ L, we have that F (t) is a quasi-iso, so ξX is an iso in D(B).
Proposition C.4.6. Let A, B, K∗(A) and F as before, K∗∗(A) ⊆ K∗(A) another localiz-
ing subcategory and that there is a triangulated subcategory L ⊆ K(A) satisfying the
hypothesis of theorem C.4.5 and such that L ∩ K∗∗(A) satisfies the hypothesis EX1 for
K∗∗(A) 1. Then the natural map

R∗∗(F|K∗∗(A) Ï (R∗F )|D∗∗(A)
is an isomorphism

Proof. Since if X ∈ D∗∗(A) is isomorphic to one coming from L, we can suppose X =
QI with I ∈ L. By theorem C.4.5, ξX is an isomorphism, then by the construction ofremark C.4.4 the natural map is an isomorphism.
Corollary C.4.7. Let A and B be abelian categories such that A has enough injectives.
Let

F : K+(A) Ï K(B)
be a δ-functor. Then R+F exists.

Proof. Let L ⊆ be the triangulated subcategory of injective objects. Then by lemma C.3.7,every object of K+(A) is quasi isomorphic to an object in L, hence EX1 is satisfied. More-over, every quasi isomorphism in L is an isomorphism in K+(A) by lemma C.3.6, so Fpreserves quasi isomorphisms, hence F sends acyclic complexes into acyclic complexes.So the hypotheses of theorem C.4.5 are satisfied.
Corollary C.4.8. Let A, B abelian categories and F an additive functor. Assume there
is P ⊆ Ob(A) satisfying hypotheses (i) and (ii) of lemma C.3.7 and also

(iv) F preserves short exact sequences of objects of P

Then denoting again by F the induced δ-functor F : K+(A) Ï K+(B), R+F exists.

Proof. Let L be the subcategory of K+(A) made of object of P. Since (ii) holds, P is closedfor direct sums, hence L is closed for mapping cones, so it is triangulated. Again, forlemma C.3.7, EX1 is satisfied.
1hence it satisfies the hypothesis of theorem C.4.5, since EX2 comes fromK∗(A), i.e. both R∗F and R∗∗(F|K∗∗(A)exist
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Suppose I• acyclic: since it is bounded below we have Ker(dn) = 0 for n << 0, hence for(ii) Ker(dn) ∈ P for n << 0. If now Ker(dn) ∈ P, we have the exact sequence

0 Ï Ker(dn) Ï In Ï Ker(dn+1) Ï 0
So since Ker(dn ∈ P) and In ∈ P by (ii) Ker(dn+1) ∈ P, hence for all n Ker(dn) ∈ P. Sosince F preserves exact sequences

0 Ï F (ker(dn)) Ï F (In) F (dn)−−−Ï F (Im(dn)) Ï 0
is exact, hence Im(F (dn)) = F (Im(dn)) = F (ker(dn+1) = ker(F (dn+1)).
Corollary C.4.9. If F , A, B are as in corollary C.4.8 and F has finite cohomological
dimension2 RF exists and its restriction to D+(A) is equal to R+F
Proof. Consider P′ to be the collection of all F -acyclic objects and L′ ⊆ K(A) be the trian-gulated subcategory made of objects in P′. So (iv) holds by definition. Then, since P ⊆ P′,hypothesis (i) of lemma C.3.7 is satisfied, and for the long exact sequence also is (ii). Soconsider now a right exact sequence

X0 f0−Ï · · ·Xn−1 fn−1
−−Ï Xn Ï 0

with Xi acyclic for i < n. Then we have at each level an exact sequence
0 Ï ker(fk−1) Ï Xk Ï ker(fk)

and since Xk is F -acyclic, RiF (ker(fk)) = Ri+1F (ker(fk−1)), so in particular
RiF (Xn) = Ri+nF (ker(f0))

Hence if n > cd(F ), Xn is F -acyclic, so also (iii) is satisfied, hence for lemma C.3.7, EX1holds, and by the same argument as before EX2 holds, so RF exists, and we conclude byproposition C.4.6 with K(A), K+(A) and L′. Notice that EX1 holds since L ⊆ L′ ∩K+(A)
Proposition C.4.10. Let A, B and C be abelian categories, K∗(A) and K†(B) be localizing
subcategories and let

F : K∗(A) Ï K(B)
G : K†(B) Ï K(C)

be ∂-functor.

a) Assume F (K∗(A)) ⊆ K†(B), assume R∗F , R†G and R(GF ) exist, assume R∗F (D∗A) ⊆
D†(B). Then there exists a unique natural transformation

ζ : R∗(GF ) Ï R†GR∗F
2i.e. there is an integer n such that RiF (Y ) = 0 for all Y ∈ A ↪Ï K+(A) and all i > n
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such that the following diagram commutes:

QGF R†GQ†F

R∗GFQ∗ R†GR∗FQ∗

ξGF

ξGF R†GξF
ζQ

b) Assume F (K∗(A)) ⊆ K†(B), assume that there are triangulated subcategories L ⊆
K∗(A) and M ⊆ K†(B) satisfying EX1 and EX2 respectively for F and G, and assume
F (L) ⊆ M , so L satisfies 1 and 2 for GF . Hence a) holds and ζ is an isomorphism

Proof. Straight from the definition:a) ζ comes applying multiple times the universal property of R∗(GF ) to
QGF R†GR∗FQ

R(GF )Q
R†GξFξGF

ξGF ∃! ζQ

b) If I ∈ L, then FI ∈ M , so ξGF (I), ξF (I) and ξG(F (I)) are isomorphisms and every object
X• is quasi-isomorphic to I• ∈ L, so we can suppose X• = Q(I•), hence

ζX• = ζQ∗(I•) = R†GξF (I•)ξG(I•)ξGF (I•)−1
So it is an isomorphism

Corollary C.4.11. 1. Let A, B and C be abelian categories such that A has enough
injectives. Let

F : K+(A) Ï K(B)
G : K+(B) Ï K(C)

be δ-functors such that F (K+(A)) ⊆ K+(B). Then R+FG ∼= R+FR+G
2. Let A, B and C be abelian categories, let

F : A Ï B
G : B Ï C

be additive functors. Assume that there exist PA ⊆ A and PB ⊆ B with properties(i), (ii) and (iv).
• If F (PA) ⊆ PB . Then R+GF ∼= R+GR+F .
• If F , G and GF have finite cohomological dimension and F sends PA into
G-acyclic then RGF = RGRF
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Proof. Adapt arguments form corollary C.4.7 and corollary C.4.8
Remark C.4.12. Everything we did in this section can be applied to left derived functors:
Definition C.4.13. Let A and B be abelian categories and K∗(A) a localizing subcategoryof K(A), and let

F : K∗(A) Ï K(B)be a ∂-functor. Let Q∗ : K∗(A) Ï D∗(A) and Q : K(B) Ï D(B) be the localization functors.Then the left derived functor of F is a ∂-functor
L∗F : D∗(A) Ï D(B)

together with a natural transformation of functors from K∗(A) to D(B):
ξ : L∗FQ∗ ·−Ï QF

with the universal property that for every δ-functor
G : D∗(A) Ï D(B)

and every natural transformation
ζ : GQ∗ ·−Ï QFthere is a unique natural transformation η : G Ï L∗F such that the following diagramcommutes

GQ∗ QF

L∗FQ∗

ζ

ηQ∗ ξ

By the usual argument, if L∗F exists it is unique up to natural isomorphism.Then theorem C.4.5 can be restated as
Theorem C.4.14. Let A, B, K∗(A) and F as before, suppose that there is a triangulated
subcategory L ⊆ K(A) such that

EX1 Every object of K∗(A) admits a quasi isomorphism from an object of L

EX2 If P• ∈ L is acyclic, then FP• is acyclic

Then F admits a right derived functor (LF, ξ) and for every object P• ∈ L,

ξP•RFQ∗(P•) Ï QF (I•)
is an isomorphism in D(B).And
Corollary C.4.15. a. Let A and B be abelian categories such that A has enough projec-

tives, F : K−(A) Ï K(B) a ∂-functor, then L−F exists
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b. Let A and B be abelian categories, F : A Ï B an additive functor, let P ⊆ A such

that

(i’) Every object of A admits a surjection from an object of P (Ñ every X• ∈ K−(A))
has a quasi-isomorphism from a bounded above complex P• of objects of P

(ii’) If 0 Ï X Ï Y Ï Z Ï 0 is a short exact sequence with Z ∈ P, then Y ∈ P ⇔ X ∈ P
(iv’) F preserves exact sequences of objects of P.

Then L−(F ) exists

c. If F has finite homological dimension3, then LF exists and its restriction to D−(A) is
equal to L−F .and the same for the composition

C.5 Ext, RHom and cup products

Let A be an abelian category, X and Y in D(A). We will now studyExti(X,Y ) := HomD(A)(X,Y [i]) = HomD(A)(X[−i], Y )
Remark C.5.1. If K∗(A) is a localizing subcategory, X,Y ∈ D∗(A), then HomD(A)(X,Y [i]) =HomD∗(A)(X,Y [i]) since D∗(A) is fully faithful
Proposition C.5.2. Let 0 Ï X• f−Ï Y• Ï Z• Ï 0 an exact sequence of complexes. Then
for every V• we have long exact sequences

· · · Ï Hom(Z•, V•[i]) Ï Hom(Y•, V•[i]) Ï Hom(X•, V•[i]) Ï Hom(Z•, V•)[i + 1] Ï · · ·
· · · Ï Hom(V•, X•[i]) Ï Hom(V•, Y•[i]) Ï Hom(V•, Z•[i]) Ï Hom(V•, X•[i + 1]) Ï · · ·

Proof. Since Z• is quasi-isomprphic to Cone(f ), we conclude since HomD(A)(_, V•) andHomD(A)(V•, _) are cohomological functors. The first comes form the fact that in D(A)opthe translation functor is [−1] and Hom(X•[−i], V•) = Hom(X•, V•[i])
Definition C.5.3. If X• and Y• are complexes of objects in A, we define a complexHomn(X•, Y•) = ∏

m∈Z
HomA(Xm, Ym+n)

and dn(∏(fm)) = ∏(fm+1dmX + (−1)n+1dm+n
Y fm+n. Notice that by definition

dn({fm : Xm Ï Ym+n}) = 0 ⇔ fm+1dmX = (−1)ndm+n
Y fm+n ⇔ fm+1dmX = dmY [n]fmHence if f is a morphism of complexes , and y the same mean we can see that f = dn−1giff f is null-homotopic. Hence

Hn(Hom•(X•, Y•)) = HomK(A)(X•, Y•)So we have a bi-∂-functor Hom• : K(A)op ×K(A) Ï K(Ab)
3i.e. there is n such that for all i < −n and Y ∈ A LiF (Y ) = 0
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Lemma C.5.4. Let X ∈ KA, and let I ∈ K+(A) be a complex of injective objects. Assume
that either X or I is acyclic. Then HomD(A)(X,Y ) is acyclic

Proof. Since I[n] satisfies the hypothesis of the lemma for all n, it is enough to prove thatany morphism X Ï I is null-homotopic. If X is acyclic, it comes from lemma C.3.6, if I isacyclic, it splits, hence the homotopy is the one given by the splitting.
We will use this lemma to derive Hom•. Let A be a category with enough injectives,take L ⊆ K+(A) be the triangulated subcategory of complexes of injective objects. Then

Hom•(X•, _) : K+(A) Ï K(A)
sends injectives into acyclic objects, then theorem C.4.5 holds, hence we have a right derivedfunctor, which by universal property is natural in X•, hence we can define a bi-∂-functor

RIIHom• : KAop ×D+(A) Ï D(Ab)
Now fix Y ∈ D+(A), then Y is quasi-isomorphic to a complex I of injective objects, so
RIIHom•(_, Y•) = Hom•(_, I•), which for the lemma preserves acyclics, so it extends to afunctor

RIRIIHom• : D(A)op ×D+(A) Ï D(Ab)If A has enough projectives, we can construct by the same way
RIIRIHom• : D−(A)op ×D(A) Ï D(Ab)

Then we notice that by definition of derived functors, we have the following lemma
Lemma C.5.5. If

T : K ∗ (A) ×K†(B) Ï K(C)
is a bi-∂-functor, suppose RIRIIT and RIIRIT both exist, then there is a unique natural
isomorphism compatible with ξI,II and ξII,IHence we will denote without ambiguity R∗Hom•.
Theorem C.5.6 (Yoneda). Let A be an abelian category with enough injectives. Then for
any X ∈ D(A), Y ∈ D+(A)

H i(R+Hom•(X,Y )) = HomD(A)(X,Y [i])
Proof. Consider s : Y Ï I be a quasi iso to a complex of injective objects. Then bylemma C.3.6 HomD(A)(X,Y [i]) = HomD(A)(X, I[i]) = HomK(A)(X,Y [i])And as we have seen

HomK(A)(X,Y [i]) = H i(Hom•(X, I)) = H i(RHom•(X,Y ))
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Remark C.5.7. If A has enough injectives, X, Y in A, then if Y Ï I• is an injective resolution

ExtiA(X,Y ) = H i(Hom(X, I•)) = H i(RHom•(x, Y )) = HomD(A)(X,Y [i])
So in this case Exti(X,Y ) = ExtiA(X,Y )
Definition C.5.8. We can define a pairing

Exti(X,Y ) × Extj (Y,Z) Ï Exti+j (X,Z)
by taking the composition:

f ∈ Exti(X,Y ) = HomD(A)(X,Y [i])
g ∈ Extj (Y,Z) = HomD(A)(Y,Z[j]) Ñ g [i] ∈ HomD(A)(Y [i], Z[i + j])
f ∪ g := g [i](f ) ∈ HomD(A)(X,Z[i + j])

If F : D(A) Ï D(B) is a ∂-functor, we can also define a cup product
ExtiA(X,Y ) × ExtjB(FY, FZ) Ï Exti+jB (FX, FZ)

by taking the composition:
f ∈ Exti(X,Y ) = HomD(A)(X,Y [i]) Ñ Rf ∈ HomD(A)(RFX,RFY [i])

g ∈ Extj (FY, FZ) = HomD(A)(RFY,RFZ[j])
f ∪ g := g [i]RF (f ) ∈ HomD(A)(RFX,RZ[i + j]) = Exti(RFX,RZ[i + j)

C.6 Way-out functors

Definition C.6.1. Let A and B be abelian categories, F : D∗(A) Ï D(B) a ∂-functor. F is
way-out right if for all n1 ∈ Z there exists n2 ∈ Z such that for all X ∈ D(A) such that
H i(X) = 0 for i < n2, then Ri(X) = 0 for i < n1. Similarly we define way-out left and
way-out in both directions

Example C.6.2. Let F : A Ï B a situation as in corollary C.4.7 or corollary C.4.8, then R+Fis way-out right. If F is as in corollary C.4.9, then RF is way-out in both directions.
Definition C.6.3. We define two truncated complexes:

τ>n(X•) = · · · 0 Ï Xn+1 Ï · · ·
τ≤n(X•) = · · · Ï Xn Ï 0 · · ·
σ>n(X•) = · · · 0 Ï Im(dn) Ï Xn+1 · · ·
σ≤n(X•) = · · ·Xn−1 Ï Ker(dn) Ï 0 · · ·

Notice that H i(σ>n(X)) = H i(X) if i > n and H i(σ≥ nX) = H i(X), and we have triangles in
D(A):

(τ>n(X), τ>n−1(X), Xn) (σ>n−1(X), σ>n(X), Hn(X))
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given by the exact sequences 0 Ï τ>n(X) Ï τ≥n(X) Ï Xn Ï 00 Ï Hn(X) Ï σ ′

≥1(X) Ï σ>n(X) Ï 0
With σ ′

≥n(X) = 0 Ï Xn/im(dn−1 Ï Xn+1 Ï · · · is quasi isomorphic to σ>n−14
Definition C.6.4. A subcategory is called thick if it is closed by extensions. In particular, if
A′ is a thick abelian subcategory of an abelian category A, then it is closed for short exactsequence (i.e. every time two terms of a short exact sequence are in A′, also the third oneis in A′).Then one can define subcategory KA′(A) as the full subcategory of K(A) whose objectsare complexes X• such that H i(X) ∈ A′. The thickness makes it a full triangulated subcat-egory (i.e. every time two edges of a triangle are in KA′(A), so is the third one). We alsocan define DA′(A) = KA′(A)Qis and by proposition C.2.6 it is the full subcategory of D(A)whose objects are complexes X• such that H i(X) ∈ A′. Similarly one can define K+

A′(A),
D+

A′(A) et cetera.
Lemma C.6.5. Let A and B be abelian categories, let A′ be a thick subcategory of A
and let F,G be ∂-functors D+

A′(A) Ï D(B), and let η : F ·−Ï G be a natural transformation.
Then

(i) Assume that η(X) is an isomorphism for all X ∈ A′, then η(X•) is an isomoprhism
for all X• ∈ Db

A′(A).
(ii) Assume that η(X) is an isomorphism for all X ∈ A′ and that F and G are way-out

right. Then ηX• is an isomoprhism for all X• ∈ D+
A′(A)

(iii) Assume that η(X) is an isomorphism for all X ∈ A′ and that F and G are way-out
in both directions. Then ηX• is an isomoprhism for all X• ∈ DA′(A)

(iv) Let P ⊆ A′ such that every object of A′ embeds into an object of P. Assume η(X) is
an isomorphism for every X ∈ P and that F and G are way-out right. Then η(X) is
an isomorphism for all X ∈ A′

Proof. (i) Let X ∈ Db
A′(A), then, X Ï σ>n(X) is a quasi isomorphism for n << 0, so it isenough to prove by descending induction that

η(σ>n(X•)) : F (σ>n(X•)) Ï G(σ>n(X•))is a quasi isomorphism. Since X• has bounded cohomology, for n >> 0 σ>n(X) isexact, hence η(σ>n(X•)) = 0 is a quasi isomorphism. The induction step follows fromthe fact that in the morphism of triangles(η(σ≥n(X•)), η(σ>n(X•)), η(Hn(X))) : (Fσ≥(X), Fσ>n(X), FHn(X)) Ï (Gσ≥(X), Gσ>n(X), GHn(X))
η(Hn(X)) is an iso by hypothesis and η(σ>n(X•) is an iso by induction hypothesis, so is
η(σ≥n(X•)

4dn(im(dn−1) = 0, so im(dn) = im(Xn/im(dn−1).
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(ii) It is enough to show that

H j (η(X•)) : H j (FX•) Ï H j (GX•)
is an isomorphism for all j . Let n1 > j + 2 and n2 = min(nF2 , nG2 ) as in the definition ofway-out functors. Consider the triangle (σ>n2(X•), X•, σ≤n2(X•)) Since H i(σ>n2(X)) = 0for i ≤ n2, by the way out property

H i(Fσ>n2(X)) = H i(Gσ>n2(X)) = 0 i < nn

In particular they are zero for i = j, j + 1, hence we have isomorphisms
H j (Fσ≤n2(X)) ∼= H j (FX) H j (Gσ≤n2(X)) ∼= H j (GX)

And since σ≤n2(X) ∈ Db
A′(A), for the previous point we have that η(σ≤n2(X)) is a quasiisomorphism, hence H j (η(X•)) is an isomorphism.

(iii) Apply the previous idea to σ>0(X•) and σ≤0(X•), and glue together with the exact se-quence.
(iv) Consider X Ï I• a resolution by objects in P, it is enough to show that η(I•) is a quasiisomorphism for all complexes in P since η(X) = H0(η(I•)), and the same technique asin (ii) shows that it is sufficient to show it for I• bounded, and if we proceed as in (i)but considering the triangle (τ>n, τ≥n, Xn) we have the induction step.

With the same techniques we can prove that:
Proposition C.6.6. If A and B are abelian categories and A′ and B′ are thick abelian
subcategories, then if F : DA′(A) Ï D(B). Then

(i) Assume FX ∈ DB′(B) for all X ∈ A′, then FX• ∈ DB′(B) for all X ∈ Db
A′(A)

(ii) Assume FX ∈ DB′(B) for all X ∈ A′ and F is way-out right, then FX• ∈ DB′(B) for
all X ∈ D+

A′(A)
(iii) If F is way-out in both direction, then FX• ∈ DB′(B) for all X ∈ DA′(A)
(iv) Let P ⊆ A′ such that every object of A′ embeds into an object of P. Assume FX ∈

DB′(B) for all X ∈ P and F is way-out right, then FX ∈ DB′(B) for all X ∈ A′

Proposition C.6.7. Let A be an abelian category with enough injectives, let X• ∈ K+(A).
Then the following are equivalent

(i) X• admits a quasi isomorphism into a bounded complex of injective objects

(ii) RHom•(_, X•) is way-out in both directions

(iii) There exists n0 such that Exti(Y,X•) = 0 for all Y ∈ A and i > n0
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Proof. (i) Ñ (ii) We have that

RHom(_, X•) = Hom(_, I•)and since I• is bounded it is way-out in both directions.
(ii) Ñ (iii) Consider in the definition of way-out left n1 = 0. Then there exists n0 such thatfor all Y• such that H i(Y•) = 0 for i < n0, H i(Hom•(Y•, X•)) = 0 for i > 0. Thentake the complex Y [−n0], by definition H i(Y [−n0]) = 0 for i < n0, hence for all

i > 0
0 = H i(Hom•(Y•[−n0], X•)) = H i+n0(Hom•(Y,X•)) = Exti+n0(Y,X•)

(iii) Ñ (i) Consider X• Ï I• a quasi isomorphism to a complex of injective objects boundedbelow.
Claim H i(I•) = 0 for i > n0: suppose that there existsm > n0 such thatH i(I•) ̸= 0.Hence there exists a Y ∈ A such that

Hom(Y,Bm(I•)) Ï Hom(Y,Zm(I•))
is a mono non iso. On the other hand,

ZmHom•(Y, (I•)) = HomCh(A)(Y, I•[m]) ={f : Y Ï Im : dmf = 0} =HomA(Y,Zm(I•))
and
BmHom•(Y, (I•)) = {f : ∃ s : Y Ï (I•)m−1 : sdm−1 = f} Ï Hom(Y,Bm(I•))

and we have a diagram
Bm(Hom•(Y, (I•))) ZmBm(Hom•(Y, (I•)))
Hom(Y,Bm(I•)) Hom(Y,Zm(I•))∼

But since Hm(Hom•(Y, (I•))) = Extm(Y,X•) = 0 the top arrow is an isomor-phism, which implies that the bottom arrow is epi, which is a contradiction.
Hence H i(I•) = 0, so for n > n0

σ≤nI• Ï I•

is a quasi isomorphism. To conclude, we need to show that σ≤nI• is a complexof injective objects, in particular we need to show that Zn+1(I•) = Bn+1(I•) isinjective for n > n0.Consider the exact sequence
0 Ï σ≤n(I•) Ï τ> n(I•) Ï Bn+1(I•)[−n] Ï 0
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which gives for all Y a long exact sequence

Extn+1(Y, τ≤n(I•)) Ï Extn+1(Y,Bn+1(I•)[−n]) Ï Extn+2(Y, σ≤n(I•))
Since τ≤n(I•)[n + 1]0 = 0 and τ≤n(X•) is a complex of injective objects,

Extn+1(Y, τ≤n(X)) = HomK(A)(Y, τ≤n(X•)[n + 1]) = 0
And since σ≤n(I•) is quasi isomorphic to X•, by hypothesis Extn+2(Y, σ≤n(I•)) = 0,so Ext1(Y,Bn+1(I•)) = Extn+1(Y,Bn+1(I•)[−n]) = 0Then Bn+1(I•) is injective.

An object X that satisfies the three equivalent conditions of proposition C.6.7 is said tohave finite injective dimension.
C.7 Application to schemes

C.7.1 The derived tensor productLet X be a site, Λ a ring, D(X,Λ) the derived category of Sh(X,Λ). With the long exactsequence one can see that the full subcategory Fl(X,Λ) of flat sheaves is a triangulatedsubcategory of Sh(X,Λ) satisfying EX1 and EX2. If F,G ∈ D(X,Λ), one can consider thedouble complex Kpq = Fp ⊗Λ Gq , and define F• ⊗Λ G• as the total complex associate, sothere is a bifunctor
⊗ : K(X,Λ) ⊗K(X,Λ) Ï K(X,Λ)

Lemma C.7.1. If F• ∈ K(X,Λ) and G• ∈ Fl(X,Λ) such that

1. F• is acyclic OR G• is acyclic

2. F• is bounded above OR G• is bounded.

Then F• ⊗Λ G• is acyclic

Proof. By considering the two hypercohomology spectral sequences
′Epq2 = Hp

I H
q
II (K) Ñ Hp+q(K)′′Epq2 = Hp

IIH
q
I (K) Ñ Hp+q(K)

The hypothesis 2. says that it is enough to prove that for (p, q) ̸= (0, 0) either ′Epq2 = 0 or
′′Epq2 = 0. If G is acyclic, then Bq(G) = Zq(G) is flat for each q , so

Tor1(Fp ⊗ Bq) = 0 Ï Fp ⊗ Zq Ï Fp ⊗Λ Gq Ï Fp ⊗ Bq Ï 0
is exact for all q , so ′Epq2 = 0 for (p, q) ̸= (0, 0).On the other hand, since Gq is flat F• ⊗Λ Gq is acyclic, so ′′Epq2 = 0 for (p, q) ̸= (0, 0).
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so one can consider

_ ⊗LΛ _ : D−(X,Λ) ×D−(X,Λ) Ï D−(X,Λ)
the derived functor LIILI (⊗) = LIILI (⊗), and the hypertor

Tori(F•, G•) = H−i(F•, G•)
Remark C.7.2. If everything is well defined, there is an adjunction _ ⊗LΛ K ⊣ RHom(K, _),in fact considering X Ï I and P Ï L quasi-isomorphic complexes respectively of injectiveand flat sheaves, then

HomD(X,Λ)(K ⊗LΛ L,X) ∼= HomD(X,Λ)(K ⊗Λ P, I) ∼= HomD(X,Λ)(P,Hom(K, I))
∼= HomD(X,Λ)(L,RHom(K,X))

There is an analogue of proposition C.6.7 for Tor:
Proposition C.7.3. Let F• ∈ Db(X,Λ), then TFAE

(i) There is a quasi isomorphism F ′• Ï F• such that F ′• ∈ Db
Fl(X,Λ)

(ii) The functor F• ⊗LΛ _ is way out in both directions

(iii) There exists n such that Tori(F•, G) = 0 for all i > n and G ∈ Sh(X,Λ)
Proof. The proof is exactly the same as in proposition C.6.7, except from the fact that in(iii) Ï (i) the flat resolution P• Ï F• given by lemma C.3.7 is not bounded below, but onecan consider the commutative diagram

P• F•

σ>n(P•) F•

and since F• is bounded below, σ>n(F•) = X•, hence the proof follows considering thebounded below quasi-isomorphic complex of flat modules σ>n(P•)5.
Definition C.7.4. An object F that satisfies the three equivalent conditions of proposi-tion C.7.3 is said to have finite Tor dimension.
C.7.2 The Projection FormulaLet now f : X Ï Y and g : Y Ï Z morphism of schemes, then since f∗ preservesinjectives

R+g∗R+f∗F ∼= R+(gf )∗Fand if f∗ has finite cohomological dimension
Rg∗Rf∗F ∼= R(gf )∗F

5Im(dn) is flat for condition (iii) of lemma C.3.7, since for n << 0 Xn = 0, so σ<n(P•) is acyclic
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So consider F ∈ Sh(X,Λ) G ∈ Sh(Y,Λ) and f : X Ï Y a morphism of schemes. Then thereis a canonical map

G ⊗Λ f ∗ F Ï f∗f∗G ⊗Λ f∗F = f∗(f∗G ⊗Λ F )
Remark C.7.5. f∗ preserves flat modules: in fact if G is flat and F ↣ F ′ is a mono, then forevery x̄ is a geometric point

(f∗G ⊗Λ F )x̄ ∼= Gfx̄ ⊗Λ Fx̄ fx⊗1−−−Ï Gfx̄ ⊗Λ F ′
x̄ = (G ⊗Λ F ′)x̄

is mono. Hence, since f∗ is exact, we have that if P• Ï F• is a quasi isomorphic flat complex,then (f∗F• ⊗LΛ G•) = (f∗P• ⊗Λ G•)
Lemma C.7.6. Let F• ∈ D(X,Λ), G• ∈ D(Y,Λ) and f : X Ï Y . If one of these condition is
satisfied

a. f∗ has finite cohomological dimension, F• ∈ D−(X,Λ), G• ∈ D−(Y,Λ)
b. G• ∈ Db(Y,Λ) has finite Tor dimension and F• ∈ D+(X,Λ).
c. f∗ has finite cohomological dimension, G• ∈ Db(Y,Λ) has finite Tor dimension

Then there is a canonical morphism

G• ⊗LΛ Rf∗F• Ï Rf∗(f∗G• ⊗LΛ F•)
Proof. The idea is to take quasi isomorphisms F• Ï I•, P• Ï G• and f∗P• ⊗Λ I• Ï J• suchthat the derived functors are well defined in order to have the morphisms:

G• ⊗LΛ Rf∗F• ∼= P• ⊗Λ f∗I•

Ï f∗(f∗P• ⊗Λ I•)
Ï f∗J• ∼= Rf∗(f∗P• ⊗Λ I•)
∼= Rf∗(f∗F• ⊗LΛ G•)

a. I• and J• are complexes of f∗-acyclic sheaves and P• is a bounded above comlplex of flatsheaves. Then the derived tensor product is well defined on D−(X,Λ) and Rf∗ is welldefined on D(X,Λ).
b. Since F• and G• are bounded below, G• ⊗Λ f∗F• is bounded below. I• and J• are boundedbelow complexes of injective sheaves and P• is a bounded comlplex of flat sheaves. Thensince G• has finite Tor dimension the derived tensor product is well defined on D(X,Λ)and Rf∗ is well defined on D+(X,Λ).
c. I• and J• are complexes of f∗-acyclic sheaves and P• is a bounded comlplex of flat sheaves.Then since G• has finite Tor dimension the derived tensor product is well defined on
D(X,Λ) and Rf∗ is well defined on D(X,Λ).
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Remark C.7.7. Consider A the subcategory of Sh(X,Λ) of locally constant sheaves. It iseasy to see using the long exact sequence that it is an abelian and thick subcategory. Let usdenote

D∗
lc(X,Λ) := D∗

A(X,Λ)
Proposition C.7.8 (Projection formula). Let f : X Ï Y with f∗ of finite cohomological
dimension. Then for any F• ∈ D−(X,Λ) and any G• ∈ D−

lc(Y,Λ), there is a canonical
isomorphism

G• ⊗LΛ Rf∗F• ∼−Ï Rf∗(f∗G• ⊗LΛ F•)
Proof. Since ⊗ is right exact and f∗ has finite cohomological dimension, the functors _ ⊗LΛ
Rf∗F• and Rf∗(f∗G• ⊗LΛ F•) are way-out right. So for lemma C.6.5 it is enough to show thatthe theorem holds for every locally constant sheaf G, and since being isomorphic is a localproperty, we may assume G constant. Let M be the Λ-moudule associated.Let L• Ï M Ï 0 a free resolution of M , and consider F Ï I• be a quasi isomorphism into abounded above complex of f∗-acyclic Λ-modules, andince Lp is free, f∗Lp is locally constantlocally free, hence f∗Lp ⊗ F ′q is f∗-acyclic. Then

G ⊗LΛ Rf∗F ∼= L• ⊗A f∗I•

Rf∗(f∗G ⊗LΛ Rf∗F ) ∼= f∗(f∗L• ⊗A I•)
And since L• is free, L• Ï f∗f∗L• is an isomorphism, hence

L• ⊗Λ f∗F Ï∗ f∗L• ⊗Λ f∗Fis an isomorphism.
C.7.3 Cohomology with supportIf j : U ↪Ï X is an open immersion and i : Z = X \ U Ï X is the closed immersion of thecomplementary. Recall the definition of proper support cohomology as the derived functorof ΓZ(X,F ) = Ker(F Ï j∗j∗F ) = {s ∈ F (X) : supp(s) ⊆ Z}If I is an injective sheaf, it is flasque, so

I Ï j∗j∗Iis epi. In particular, by the mapping cylinder and the exactness of i∗, for every injectivesheaf we have an exact sequence in Sh(Z,Λ)
0 Ï i!I Ï i∗I Ï i∗j∗j∗I Ï 0

By applying the exact functor i∗ and using the adjunction we have in Sh(X,Λ) an exactsequence 0 i∗i!I i∗i∗I i∗i∗j∗j∗I 0
0 i∗i!I I j∗j∗I 0
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Hence, for every K ∈ D(Z,Λ), since i∗ and j∗ are exact we have the triangle:

i∗Ri!K Ï K Ï Rj∗j∗K ÏBy applying the exact functor i∗ and using the adjunction we have in D(X,Λ) a morphismof triangles
i∗Ri!F i∗i∗K i∗i∗Rj∗j∗K

i∗Ri!F K i∗i∗Rj∗j∗KIn particular, by applying HomD(Z,Λ)(ZZ , _), since ZZ = i∗ZX , ZU = j∗ZX , i∗ and i∗ are exact,
i∗ is fully faithful so i∗i∗ ∼= id and j∗ ⊢ Rj∗ hence we have the triangle in D(Λ)HomD(Z,Λ)(ZZ , Ri!K) Ï HomD(X,Λ)(ZX, K) Ï HomD(X,Λ)(ZU , j∗K) ÏHence we have a long exact sequence

Hr(Z,Ri!K) Ï Hr(X,K) Ï Hr(U, j∗K)In particular, by definition, Hr
Z(X,F ) = Hr(Z,Ri!F ) = ExtrX(i∗ZZ , F ) and we have a long exactsequence

Hr
Z(X,F ) Ï Hr(X,F ) Ï Hr(U, j∗F ) Ï

Proposition C.7.9 (Excision). If π : X′ Ï X is Ãľtale and Z′ ⊆ X′ is closed such that
Z = π(Z′) is closed in X, πZ′ : Z′ Ï Z is an isomorphism and π(U ′) ⊂ U where U ′ and
U are the complementary open subsets. Then for any F the canonical map induces an
isomorphism Hr

Z(X,F ) ∼= Hr
Z′(X′, π∗F ).

Proof. The canonical map induces a morphism of triangles
RΓZ(X,F ) RΓ(X,F ) RΓ(U,F )

RΓZ′(X′, π∗F ) RΓ(X′, π∗F ) RΓ(U,π∗F )Since if j : U Ï X is the open immersion, we have that if I is injective the following diagram
I j∗j∗I

π∗π∗I j∗j∗π∗π∗Iis a pullback by the universal properties of the adjunction, hence since i∗ is exact we haveagain an pullback, so if i : Z Ï X, i′ : Z′ Ï X′ are the closed immersions, we have anisomorphism induced to the kernels i!I ∼= i!π∗π∗I , which induces a quasi isomorphismHomD(Z)(Z, Ri!F ) ∼= HomD(Z)(Z, Ri!Rπ∗π∗F ) ∼= HomD(X′)(π∗i∗Z, π∗F )And since π∗i∗(ZZ) = (i′)∗(ZZ′) since π is Ãľtale, we have
Hr
Z(X,F ) = HomD(X)(i∗Z, F [r]) ∼= HomD(X′)(i′∗Z, π∗F [r]) = Hr

Z′(Z′, π∗F )
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C.8 Useful spectral sequences

C.8.1 The Ext spectral sequence for Ãľtale cohomology

Let X be a scheme and π : Y Ï X be a Galois covering with Galois group G. Then sincecoverings are a Galois category for every G-module M there is a unique locally constantconstructible sheaf FM such that FM (Y ) = M as G-modules.
Lemma C.8.1. If N and P are sheaves on X and M a G-module, there is a canonical iso

HomG(M,HomY (N,P)) ∼= HomX(M ⊗N,P)
Proof. Since HomY (M,Hom(N,P)) ∼= HomY (M ⊗N,P) by adjunction, and since M is con-stant on Y we have also the adjunction between constant and global section, so in degreezero HomY (M,Hom(N,P)) ∼= HomZ(M,HomY (N,P))By taking theG-invariants we have HomY (M⊗N,P)G = HomX(M⊗N,P) and HomZ(M,HomY (N,P))G =HomG(M,HomY (N,P))
Lemma C.8.2. Let I be injective and F flat, then HomY (F, I) is injective as G-module

Proof. Since I is injective, RHomG(_,Hom(F, I)) = RHomG(_, RHom(F, I)), so by previoustheorem: HomG(_,Hom(F, I)) = HomX(_ ⊗ F, I) and by hypothesis it is RHomX(_ ⊗L F, I),so it is exact.
So HomY (_, _) sends flats and injectives into G-acyclics, so on Db

fl we can derive thecomposition:
RHomG(M,RHomY (N,P)) = RHomX(M ⊗N,P)In particular, we have that if M ⊗N = M ⊗L N , we have by the same idea
RHomG(M,RHomY (N,P)) = RHomX(M ⊗N,P)

i.e. a spectral sequence
ExtpG(M,ExtqY (N,P)) Ñ Extp+q

X (M ⊗N,P)
Suppose now M ⊗L N = M ⊗N , so we have
RHomG(M,RHomY (N,P)) = RHomG(M,HomY (N, I)) ∼= HomX(M⊗N, I) = RHomX(M⊗LN,P)
So we have the theorem:
Theorem C.8.3. If M is a G-module, N and P sheaves on X, such that M ⊗L N = M ⊗N ,
we have a spectral sequence

ExtpG(M,ExtqY (N,P)) Ñ Extp+q
X (M ⊗N,P)
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C.8.2 The Ext spectral sequence for G-modules

This spectral sequence can easily be deduced from the above calculations, but it can alsobe deduced without the use of Ãľtale topology. I illustrate this approach.Throughout this section, G will be a profinite group. By a torsion-free G-module, we meana G-module that is torsion-free as an abelian group. Let G be a topological group and let Mand N be G-modules. Then consider HomZ(M,N) as a Z[G]-module with action given by
σ (f ) : m ↦Ï σf (σ−1m)

In general it is not a discrete G-module. So for H a closed normal subgroup of G, we maydefine
HomH (M,N) := ⋃

H≤U≤Gopen
HomZ(M,N)U

By definition now HomH (M,N) is a discrete G/H-module, and we define ExtrH (M, _) to bethe right derived functor of HomH (M, _). If H = 1, I will simply write
Hom(M,N) = ⋃

U≤Gopen
HomZ(M,N)U

If M is a finitely generated Z[G]-module, then let {e1 . . . en} be its generators, then
f (a1e1 + . . .+ anen) = a1f (e1) + . . .+ anf (en)

So U = ⋂
i(Stab(ei)∩Stab(f (ei))) is a nonempty open subgroup of G and f ∈ HomZ(M,N)U .In particular Extr(M,N) = Extr(M,N)

Lemma C.8.4. For any G-modules N and P and G/H-module M , there is a canonical
isomorphism

HomG/H (M,HomH (N,P)) ∼= HomG(M ⊗Z N,P)
Proof. We have HomZ(M,HomZ(N,P)) ∼= HomZ(M ⊗Z N,P). Taking the G invariants, onthe left:

HomG(M,HomZ(N,P)) = 6HomG/H (M,HomZ(N,P)) = 7HomG/H (M,HomZ(N,P))
On the right we simply have HomG(M ⊗Z N,P)
Lemma C.8.5. Let N and I be G-modules with I injective, and let M be a G/H-module.
Then there is a canonical isomorphism

ExtrG/H (M,HomH (N, I)) ∼= HomG(TorZr (M,N), I)
6M is a G/H-module7M is discrete
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Proof. Since Z is a PID, TorZr (M,N) = 0 for all r ≥ 2 and we have that if N is torsion-free,by lemma C.8.4 HomG/H (_,HomH (N, I)) ∼= HomG(_ ⊗Z N, I)And we have that _⊗ZN , exact since N is torsion-free, hence flat, and HomG(_, I), exact since
I is injective, hence HomH (N, I) is an injective G/H-module. Take 0 Ï N1 Ï N0 Ï N Ï 0a torsion-free resolution of N , consider

0 Ï TorZ1 (M,N) Ï M ⊗Z N1 Ï M ⊗Z N0 Ï M ⊗Z N Ï 0
Since for all U open subgroups of G, Z[G/U] is a free Z-modules, _ ⊗Z Z[G/U] is exact, andso HomG(_ ⊗Z Z[G/U], I) = HomU (_, I)is exact since I is injective. Hence the exact sequence

0 Ï HomU (N, I) Ï HomU (N0, I) Ï HomU (N1, I) Ï 0
is an injective resolution of HomG(N, I). Taking the limit over all U containing H , we havethat 0 Ï HomH (N, I) Ï HomH (N0, I) Ï HomH (N1, I) Ï 0is an injective resolution of HomH (N, I), hence we can calculate ExtrG/H (M,HomH (N, I))using this resolution.So since we have a commutative diagram

HomG/H (M,HomH (N0, I)) HomG/H (M,HomH (N1, I))
HomG(_ ⊗Z N0, I) HomG(_ ⊗Z N1, I)

α

β

We conclude that, since CoKer(α) = Ext1G/H (M,HomH (N0, I)) and, since HomG(_, I) is exact,
CoKer(β) = HomG(TorZ1 (M,N), I), the canonical iso is induced by the diagram.
Theorem C.8.6. Let H be a closed normal subgroup of G, and let N and P be G-modules.
Then, for any G/H-module M , we have

RHomG/H (M,RHomH (N,P)) ∼= RHomG(M ⊗L
Z N,P)

Proof. Since by lemma C.8.4 we have
HomG(M ⊗Z N,P) = HomG/H (M,HomH (N,P))

And by lemma C.8.5 we have that HomH (_, _) maps injectives and flats into acyclics.



Appendix D

An application: Rationality of
L-functons

D.1 Frobenius

From now on p is a prime, q = pf for some f , ℓ is a prime different from p, Fq is the finitefield of order q and F is its algebraic closure.
X0 an object defined over Fq and X its extension to F (e.g., if F0 is a sheaf on a scheme X0on Fq , then F is the extension of F0 on X = X0 ×Fq Spec(F)).We denote by Fr0 the Frobenius endomorphism on X0, i.e. the identity on the topologicalspace, and locally on the sheaf Frx(t) = tq , and by Fr its extension. On X(F) = X0(F), it actslike the Frobenius endomorphism of Gal(F/Fq).

Frobenius and base change Consider U π−Ï X an X scheme, then we have a natural map
FrU|X : U Ï U ×X X (here, X is seen as an X-scheme via FrX)
Lemma D.1.1. If π is unramified, then FrU|X is unramified and injective. If π is Ãľtale,
FrU|X is an isomorphism

Proof. Let U/X unramified. Then pr2 : U ×X X Ï X is unramified, and since pr2FrU|X = π ,
FrU|X has discrete fibers and since if K ⊆ L0 ⊆ L is a tower of field with L/K and L/L0unramified, then L/L0 is unramified, hence FrU|X is unramified, and since FrU is the identityon the topological space, FrU|X is injective.If now π is Ãľtale, consider x ∈ X and z ∈ pr−12 (x), hence k(z) = L is finite separable over
k(x) = K. Take now y ∈ π−1(x), then OU,y is a flat OX,x-module, hence

0 Ï OU,y ⊗OX,x K Ï OU,y ⊗OX,x L

156
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is exact and finite, hence we have an induced surjective map

Spec(OU,y ⊗OX,x ℓ) Spec(OU,y ⊗OX,x κ)
Fr−1

U|X({z}) {y}

hence FrU|X is surjective, hence an isomorphism.
Frobenius correspondence If F0 is an abelian sheaf on X0, then by previous lemma
Fr∗0F0 ∼= F0, so we have an endomorphism (the Frobenius correspondence):

Fr∗ : F Ï F

which extends to an endomorphism (denoted again by Fr∗) on H i
c(X,F).

Remark D.1.2. Frobenius correspondence is functorial in X0 and F0, in the sense that if
X0 f0−Ï Y0 is a morphism and u ∈ Hom(f∗0F,G) = Hom(F, f0,∗G), then the following diagramscommute:

X0 X0 f∗0F0 f∗0F0 F0 F0
Y0 Y0 G0 G0 f0∗G0 f0∗G0

FrX

f0 f0
f∗0Fr∗

X

u u

Fr∗
X

u u
FrY Fr∗

Y f0∗Fr∗
Y

(see [Del]) for details
D.2 Trace functions

D.3 Noncommutative Rings

Let Λ be a unitary not necessarily commutative ring, let Λ♮ be the quotient of the additivegroup of Λ by the subgroup generated by (ab−ba). If f = (fi) : Λn Ï Λn is a morphism offree left Λ-mod of finite type, we can denote by Tr(f ) the image of ∑
i fi in Λ♮.

Remark D.3.1. If Λn f−Ï Λm and Λm g−Ï Λn, we have Tr(fg) = Tr(gf ) following trivially fromthe commutative case.If now f is an endomorphism of projective Λ-mod of finite type P, then we can choose P′and an iso α : P⊕P′ ∼= Λn, hence a section a : P Ï Λn and a retraction b : Λn Ï P. Consider
f ′ = α(f ⊕ 0)α−1 = afb, it is an endomoprhism of Λn, hence we can define Tr(f ) := Tr(f ′).It does not depend on a, b, in fact if c, d are different morphism, since dc = id and ba = idone has a = adcba and we already know that on free modules Tr(fg) = Tr(gf ), so

Tr(afb) = Tr(adcbafb) = Tr(cbafbad) = Tr(cfd)
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If now f is an endomorphism of a projective Z/2Z-graded Λ-modules (i.e. P = P0 ⊕P1 withΛPi ⊆ Pi+1 with indexes in Z/2Z), we have components f ji : Pj Ï Pi, we have

Tr(f ) = Tr(f00 ) − Tr(f11 )
If now f is an endomorphism of a projective Z/2Z-graded Λ-modules filtered with afinite filtration compatible with the graded structure (i.e. P = P(0) ⊕ P(1) with ΛP(i) ⊆ P(i+1)with indexes in Z/2Z and P(j) = P(j)1 ⊇ ...P(j)

k with ΛP(j)
i ⊆ P(j+1)

i ), then
Tr(f, P) = ∑

Tr(f, Gri(P))
In general, if f is a morphism of complexes of projective Λ-modules, then

Tr(f ) = ∑(−1)i(Tr(f i, Ki))
and in part. if f is null-homotopic, then Tr(f ) = Tr(dH +Hd) = 0
D.3.1 On the derived category

Let Kb
parf (Λ) be the full subcategory of Kb(Λ) with objects complexes of projective Λ-modules of finite type. The inclusion Kparf (Λ) Ï D(Λ) is fully faithful and we can denote

Db
parf (Λ) the essential image. So we can define a trace on Db

parf (Λ) using the definitionabove, since it does not depend on the homotopy class.We can do the same thing on KFparf (Λ) of the filtered complexes, and get that DFparf (Λ)is the category of filtered complexes such that for all p GrpF (K) ∈ Db
parf (Λ). Then

Tr(f,K) = ∑
p

(Trf , GrpF (K))
We can also do the same thing for sheaves: if X is a scheme, Λ a ring, then Db

ctf (X,Λ) is thefull subcategory of D−(X,Λ) whose objects are quasi-isomorphic to bounded complexes ofconstructible flat sheaves of Λ-modules.Recall that a complex K ∈ D−(Λ) is said to have Tor-dimension ≤ r if ∀ i < −r and ∀ Nright Λ-modules we have
Tori(N,K) = H i(N ⊗LΛ K) = 0For the complexes of sheaves of Λ-modules in D−(X,Λ)1, we consider the tor dimensionwith respect to constant sheaves of Λ-modules.

Lemma D.3.2. Let Λ be a left-Noetherian ring. If K• a complex of Λ-modules (resp.
sheaves of Λ-modules) such that H i(K•) are of finite type (resp constructible) and zero
for i >> 0, then there exists a quasi-isomorphism K′ ∼−Ï K with K′ bounded above with
component free of finite type (resp. constructible) and flat.

1The problem here is that Sh(X,Λ) has not enough projectives, but one can show that there are enough flatobjects and the derived functor does not depend on the flat resolution. See [Har]
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Proof. For m such that H i(K) = 0 for i ≥ m, we can consider K′i = 0 for i ≥ m. So weneed to use induction: we are in the situation of having K′i ∀ i > n:

Kn−1 Kn Kn+1 · · ·

K′n+1 · · ·

Such that H i(K) ∼−Ï H i(K′) for i > n+1 and Ker(d̃) ↠ Hn+1(K). Hence we can construct bypullbacks:
Kn Kn/Im(d) Ker(d) Hn+1(d) 0
A B Ker(d′)u

Hence u is an epi (pullback of an epi in abelian category) and the bottom-line sequence isexact. Since Λ is noetherian, Ker(d′) is of finite type (resp. constructible), Hn+1(d) is offinite type (resp. constructible) by hypothesis and
Ker(B Ï Ker(d′)) = Hn(d)

by pullback-rule, also of finite type (resp. constructible) by hypothesis, hence B is of finitetype (resp. constructible).To conclude, one should take v : K′n Ï A such that uv is epi with K′n satisfying thehypothesis: for Λ-mod, it is enough to take a free augmentation of finite type Λj ↠ B, sincea free module is projective one can lift to Λj v−Ï B such that uv is the augmentation map,which is surjective.In the case of sheaves, one has that if S ⊆ {φ : U Ï X étale}, then we have a diagram
A B

⨁
S φ!Λ

u

v

and since B is constructible, Λ is Noetherian and X is Noetherian, there is a finite S andfinite Jφ such that uv is epi.
Lemma D.3.3. Let X be a Noetherian scheme, Λ a left-Noetherian ring, K ∈ D−(Λ) (resp
K ∈ D−(X,Λ)), then K ∈ Db

parf (Λ) (resp K ∈ Db
ctf (X,Λ)) if and only if K has finite Tor-

dimension and H i(K) are of finite type (resp. K has finite Tor-dimension and H i(K) are
constructible).

Proof. ” Ñ ” is trivial: since Λ and X are Noetherian H i(K) is of finite type (resp. con-structible) since K is a complex of modules of finite type (resp. constructible sheaves), andthey are also flat, so Tori(N,K) = 0 for i ̸= 0, N Λ-mod (resp. Tori(N,K) = 0 for i ̸= 0, Nsheaf of Λ-mod)” ⇐ ” Since Λ is noetherian, by previous lemma we can take K′ a complex of free modules
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of finite type (resp. flat and constructible) quasi-isomorphic to K, so we can suppose Knfree of finite type (resp. flat and constructible). We need to show that it is bounded below:if K has Tor-dimension ≤ r, we have H i(K) = 0 for i < −r (take N = Λ, resp N = ⊕φ!(Λ)).In particular, we have a flat resolution

.. Ï K−r−1 Ï K−r Ï K−r/Im(d) Ï 0
And for all N and n ≥ 1

Torn(N,K−r/Im(d)) = Torn(N,K−r/Im(d)) = H−n−r(N ⊗LΛ K) = 0
Hence K−r/Im(d) is flat of finite presentation, hence projective of finite type (resp. flatconstructible). So we have 0 Ï K−r/Im(d) Ï K−r+1...is quasi-isomorphic to K, and it is bounded below, hence it is bounded, so it is in Db

parf (Λ)(resp. in Db
ctf (Λ))

Theorem D.3.4. Let X f−Ï Y a separated morphism of finite type between Noetherian
schemes. If K ∈ Db

ctf (X,Λ), then Rf!(K) ∈ Db
ctf (Y,Λ)

Proof. Consider a compactification X Ï X f̄−Ï Y . Since f̄ is a proper morphism, f∗ has finitecohomological dimension (consequence of the proper base change and Tsen theorem, [Del,Arcata IV, 6.1]) and so it defines a functor
Rf̄∗ : D−(X,Λ) Ï D−(Y,Λ)

By composition with j! : D−(X,Λ) Ï D−(X,Λ), we can define Rf! on the whole D−(X,Λ).So we have the hypercohomology spectral sequence
Epq2 = Rpf!Hq(K) Ñ Rp+q(f!K) = Hp+q(Rf!K)

And since Hq(K) is constructible, since Rpf!Hq(K) is constructible ([Del, Arcata IV, 6.2]) weconclude that the cohomology of Rf!K is constructible.Suppose that the Tor dimension of K is ≤ −r, take N a constant sheaf, then the spectralsequence
Rpf∗(Hq(N ⊗L K)) Ñ Rp+qf∗(N ⊗L K) = Hp+q(Rf∗(N ⊗L K))On the second page is zero for q ≤ r, hence H i(Rf∗(N ⊗L K)) = 0 for i > q We now canconclude that Rf!K has finite Tor dimension after this lemma:

Lemma D.3.5. For all constant sheaves of right Λ modules, one has

N ⊗L Rf!K ∼−Ï Rf!(N ⊗K)
Proof. a) Since j! is exact, one only have to prove it for f̄∗, then one can suppose f proper.
b) Considering an acyclic complex quasi-isomorphic to K, we have Rf∗K ∼ f∗K, so we canwork with bounded above complexes since f∗ is of finite cohomological dimension.



D.4. Qℓ -SHEAVES 161
c) If N is free, we have

Rpf∗(N ⊗Kq) ∼= N ⊗Λ Rpf∗Kq

So N ⊗Kq is acyclic for f∗ and f∗(N ⊗Kp) ∼= L ⊗ f∗Kq

d) Taking N∗ a free resolution of N , we get N ⊗L K ∼ Tot(N∗ ⊗K). Hence
Rf∗(N ⊗L K) ∼ Rf∗Tot(N∗ ⊗K) ∼ Tot(N∗ ⊗ f∗K) ∼ N ⊗L Rf∗KIn particular if Y is the spectrum of a sep.closed filed, then

Rf! = RΓc : Db
ctf (X,Λ) Ï Db

perf (Λ)
D.4 Qℓ-sheaves

A Zℓ -sheaf F is a projective system of sheaves {Fn} such that Fn is a constructible sheaf of
Z/ℓn+1Z-modules such that

Fn ⊗Z/ℓn+1Z Z/ℓnZ Ï Fn−1is an isomorphism. F is lisse if Fn are locally constant. It can be shown ([Del]) that any
Zℓ -sheaf on a Noetherian scheme is locally lisse.The stalk in a geometric point x of F is the Zℓ -moule Fx = lim

ÎÉ
Fn,x From now on, I willdenote Fn as F ⊗ Z/ℓn+1Z. This should be intended in the sense of the previous definition.Using Artin-Rees, one can show that the category of Zℓ -sheaves is closed by kernels ([Del]),and clearly it is closed by cokernels.

Remark D.4.1. Recall that a sheaf F is locally constant constructible if and only if it isrepresented by a finite Ãľtale covering V Ï X. If X is connected and x̄ is a geometric point,then the stalk in x̄ induces an equivalence between the category of the sheaf of Z/ℓnZ-modules constructible locally constant and the category of Z/ℓn-modules of finite type witha continuous action of Π1(X, x). This is given by the restriction of the equivalences:
FEtX Π1(X, x)setf

{l.c.c sheaves}

(_)×X{x}

Yoneda
(_)x

So we have, by passing to limit
Proposition D.4.2. If X is connected and x̄ is a geometric point, then the stalk in x̄
induces an equivalence between the category of the Zℓ -sheaves lisse and the Zℓ -modules
of finite type with a continuous action of Π1(X, x)A Zℓ -sheaf is torsion free if the map induced by the multiplication by ℓ is injective. It istorsion if that map is zero.One can consider the abelian category of Qℓ -sheaves as the quotient of the Zℓ -sheaves bythe torsion Zℓ -sheaves. In particular, its objects are Zℓ -sheaves denoted by F ⊗ Qℓ and thearrows are

Hom(F ⊗ Qℓ ,G ⊗ Qℓ) := Hom(F,G) ⊗Zℓ Qℓ
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The stalk in a geometric point x is the Qℓ -vector space Fx ⊗Zℓ Qℓ , and the cohomology andproper-supported cohomology are defined as

Hq(c)(X,F) := (lim
ÎÉ

Hq(c)(X,F ⊗ Z/ℓnZ)) ⊗Zℓ Qℓ

Proposition D.4.3. Let X be separated of finite type on an algebraically closed filed k,
then for all F Qℓ constructible sheaves with F = F′ ⊗ Qℓ we have Hp

c (X,F) are finite Qℓ
vector spaces.

Proof. Consider a collection
Kn = RΓc(X,F ⊗ Z/ℓn+1Z) ∈ Dparf (Z/ℓn+1Z)

We need to adapt Lemma 4 to this context: if Λ Ï Λ′ is a morphism of noetherian torsionrings, K ∈ Dctf (X,Λ), then we have an iso in Dparf (Λ′)
RΓc(X,K) ⊗LΛ Λ′ = RΓc(X,K ⊗LΛ Λ′)

The idea is to reduce to the proper case, replace K by a complex acyclic for Γ and withstalks in any geometric point homotopically equivalent to a complex of flat Λ-modules. Thisgives us Γ(X,K) ∼ RΓ(X,K) and K ⊗Λ Λ′ ∼ K ⊗LΛ Λ′. Hence we get
RΓ(X,K) ⊗LΛ Λ′ Ï Γ(X,K) ⊗LΛ Λ′ Ï Γ(X,K ⊗Λ Λ′) Î RΓ(X,K ⊗LΛ Λ′)

In particular, in our case, we get in Dparf (Z/ℓnZ)
Kn ⊗Z/ℓn+1Z Z/ℓnZ ∼= Kn−1So we can replace again Kn by complexes of free modules of finite type and the isomor-phisms given above by isomorphisms of complexes.Take now K = lim

ÎÉ
Kn, it is a bounded complex of free Zℓ modules and Kn

∼= K⊗Zℓ Z/ℓn+1Z.Fix now i ∈ Z. Since each H i(Kn) is a finite abelian group, we have that the decreasingsequence
H i(Kn) Ï H i(Kn−1)eventually stabilizes. Hence we have the Mittag-Leffer conditions and lim

ÎÉ
is an exact functor.Hence

H i(K) = lim
ÎÉ

H i(Kn)
So lim

ÎÉ
H i(Kn) is a Zℓ -module of finite type, hence

H i
c(X,F) = lim

ÎÉ
(H i(Kn)) ⊗Zℓ Qℓ

is a finite Qℓ vector space.
Theorem D.4.4. If X0 is a separated scheme of finite type on Fq , Λ a Noetherian torsion
ring killed by an integer prime to q. Let K0 ∈ Dbctf (X0,Λ) then we have∑

x∈XFrn
Tr(Frn,∗, Kx) = Tr(Frn,∗, RΓc(X,K))
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Corollary D.4.5. For all n, let G0 be a Qℓ sheaf, then we have∑

x∈XFrn
Tr(Fn∗,Gx) = ∑

i
(−1)iTr(Fr∗n, H i

c(X,G))
Proof. Substituting Fq with Fqn and X0 with X0 ×Fq Spec(Fqn ), we can reduce to the case
n = 1.Let F0 a Zℓ sheaf torsion free such that G = F ⊗ Qℓ , and let Kn = RΓc(X,F ⊗ Z/ℓn+1Z). Wehave the induced endomorphisms:

Fr∗ : Kn Ï Kn

which are deduced one by the other via the isomorphisms. We can replace Kn with quasiisomorphic complexes such that Fr∗ is in fact an endomorphism of complexes. Again wehave
H i
c(X,G) = H i(K) ⊗ Qℓ = H i(K ⊗ Qℓ)Hence seeing Kn and K∗ ⊗Qℓ as filtered complex with filtration given by cycles and bound-aries, we get:∑

i
(−1)iTr(Fr∗n, H i

c(X,G)) = Tr(Fr,K∗ ⊗ Qℓ) = Tr(Fr,K∗) = lim
ÊÏ

Tr(Fr,K∗
n) =

lim
ÊÏ

Tr(Fr,RΓ(X,F ⊗ Z/ℓn+1Z))
We can use Theorem 2:

Tr(Fr,RΓ(X,F ⊗ Z/ℓn+1Z)) = ∑
x∈XF

Tr(Fr∗,Fx ⊗ Zn+1
ℓ ) = Tr(Fr∗,Fx) mod ℓn+1

Passing to the limit we have the result
D.5 L-functions

Let X0 be a scheme of finite type over Fq , q = pf , |X0| the set of its closed points, F0 aconstructible Qℓ -sheaf.
Definition D.5.1. We have the L-function associated to F0 given by

L(X0,F0) = ∏
x∈|X0|

det(1 − Fr∗
xt [k(x):Fp],F)−1 ∈ Qℓ [[t]]

Theorem D.5.2. If X0 is separated, then

L(X0,F0) = ∏
i
det(1 − Fr∗tf , H i

c(X,F))(−1)i+1

In particular if H i
c(X,F) = 0 for i >> 0, then L(X0,F0) is rational.
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Proof. Since both series have constant term 1, then we can compare their logarithmicderivative, and we have a formula: let f an endomorphism of a projective module over acommutative ring, then

t ddt log(1 − ft) = ∑
n
Tr(fn)tn

Hence
t ddt log(L(X0,F0)) = ∑

x∈|X0|

∑
n

[k(x) : Fp]Tr(Fr∗n
x ,F)Tn[k(x):Fp]

and changing the order of summation and developing using the points in the extensions:∑
n
tn

∑
x∈XFrn

Tr(Frn∗,Fx)
On the other hand

t ddt log ∏
i
det(1 − Fr∗tf , H i

c(X,F))(−1)i+1 = ∑
n
tn

∑
i

(−1)iTr(Fr∗,n, H i
c(X,F))

And comparing term by term by Corollary1 we conclude.
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